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Re: Competition and Consumer Protection in the 21st Century Hearings, Project Number P181201

Dear Chairman Simons and Commissioners:

The Center for Digital Democracy (CDD), Berkeley Media Studies Group, and Color of Change appreciate the opportunity to comment on the Federal Trade Commission’s request for comment for its Competition and Consumer Protection in the 21st Century Hearings, Project Number P181201. Our organizations urge the Federal Trade Commission (FTC) to specifically acknowledge the important issues involving the privacy and welfare of young people by adding this issue to its proposed hearing agenda. The FTC has a vital statutory role to play in terms of children’s privacy under the Children’s Online Privacy Protection Act (COPPA). It also has acknowledged that teens require “additional protections” when it comes to ensuring their online privacy. More generally, of course, the commission also has broad responsibility to protect the interests of youth in the commercial marketplace. Thus, we request that the commission add a 12th topic to the agenda of its upcoming hearings on “Competition and Consumer Protection in the 21st Century,” in order to ensure that the welfare and privacy of children and teens are fully addressed. Specifically, we propose the following topic description: “The impact of the evolving contemporary digital data and media market place and consumer protection on the welfare and privacy of children and teens.”

Despite the FTC’s obligation to safeguard the privacy of children by investigating and enforcing the compliance with COPPA, there is little question that the commercial surveillance of children and teens continues unencumbered. We are particularly concerned that digital marketers and advertisers take advantage of children’s cognitive, social and emotional vulnerabilities to undermine their privacy. Through a growing number of marketplace practices, young people,

---

their parents, and caregivers are exposed to a growing set of unfair and often deceptive commercial practices.

Our organizations and other advocates have previously called on the FTC to recognize that current privacy and consumer protections for children and teens, including children of low income and color, are insufficient. The commission must ensure that youth receive the privacy and other consumer protections they deserve. The marketplace alone does not produce outcomes that are in the interest of young internet users and harms us all.

Advances in digital marketing and advertising, Big Data analytics, and artificial intelligence (AI), along with a dramatic expansion of overall data collection from multiple devices, have enabled marketers to further erode privacy protections and other safeguards. Young people are spending increasing amounts of time with digital applications and devices, which offer immersive, 3D “virtual reality” and branded experiences. Toys now incorporate intelligent technologies that enable marketers to engage with children during play, gathering information on their interests, actions, and location. Children are a highly valuable and key market for the leading digital video companies—such as Google—that seek to target them on their networks and platforms.

The forces that comprise contemporary marketing are poised to become more ubiquitous, personalized, and powerful. Each of the key elements that make up digital advertising to children and teens today is problematic, including ongoing commercial surveillance (e.g., geo-


tracking and social media sentiment mining\textsuperscript{6}), micro-targeting, “native” advertising (new forms of stealth product placement), and “neuromarketing” practices expressly designed to trigger emotions and subconscious behaviors.

Deploying the latest insights from behavioral science to “weaponize” persuasion techniques is one of the most concerning developments in the digital marketing space, especially when it is used against children and teens.\textsuperscript{7} Companies employ social scientists and their “knowledge of psychological vulnerabilities to devise products that capture kids’ attention for the sake of industry profit.”\textsuperscript{8}

Many companies marketing to children and teens, such as food and beverage brands, also have fully embraced the use of Big Data marketing that spans their digital, in-store, and other offline marketing. They use the latest technologies and methods that incorporate data in far-reaching ways, including using this information to make predictive decisions on what products to market to individuals and their communities.\textsuperscript{9} Data-management engines deployed by Pepsi, for example, create consumer profiles that include information on a person’s potential “lifetime value,” assign “scores” that identify how they respond to various forms of advertising, and provide a “holistic consumer view.”\textsuperscript{10}

Now these privacy- and consumer protection-challenging practices, which comprise what are known as “360-degree”\textsuperscript{11} ad campaigns, are being integrated along with recent advances in marketing automation, including applications involving AI, virtual and augmented reality, cognitive advertising, “emotion and facial recognition,” bio-sensor information from wearable devices, mobile ordering and payment systems, data storytelling, and an explosion of new brand-produced video and music content available on mobile and including platforms such as

\textsuperscript{6}“What is Sentiment Analysis?” https://www.crimsonhexagon.com/blog/what-is-sentiment-analysis/.

\textsuperscript{7}“12 Techniques of Persuasion Psychology That Will Lift Your Conversion Rate,” Upwork, https://www.upwork.com/hiring/for-clients/12-techniques-of-persuasion-psychology/.


Increasingly, marketers are engaged in real-time tactics that take full advantage of what digital excels at—the ability to develop a comprehensive and continually updated profile of an individual along with the capability to deliver an ad or some marketing “experience” at any time—even during what is now called a “micromoment.”

The growing popularity of "smart," Internet-connected toys also poses significant privacy, security, and other risks to children. In the complaint against Genesis Toys and Nuance Communications, the Electronic Privacy Information Center, CDD, Campaign for Commercial Free Childhood (CCFC), and Consumers Union argued that “by purpose and design, these toys record and collect the private conversations of young children without any limitations on collection, use, or disclosure of this personal information. The toys subject young children to ongoing surveillance and are deployed in homes across the United States without any meaningful data protection standards.” Similarly, smartwatches that are marketed to allow parents to track the location of and stay in touch with very young children can pose real dangers to children. Research shows that these watches are unreliable, storing data unsafely and subject to hackers who might prey upon the child. Additionally, leading experts, CCFC and CDD, as well as members of Congress, say that the increasingly popular digital voice-enabled virtual assistants pose significant threats to children’s wellbeing and privacy.

---


Children and Families of Color and Low Income, in Particular, are Subject to Unfair Digital Marketing Practices

The use of classifying and predictive algorithms can be a source of bias, and evidence is strong that their statistical models often produce discriminatory outcomes for a variety of reasons, including both implicit and explicit biases. Marketing and advertising of products and services to children is no different. For example, digital tools are commonly used in the area of marketing of junk food to children. Marketers collect an unending stream of data about purchases, location, preferences, behaviors and more. These data can exacerbate inequalities because they are shaped by current and past discriminatory policies and practices. For example, Jim Crow laws such as redlining have kept people of color out of certain neighborhoods, and limited their access to affordable, fresh and healthy food. That impacts purchasing patterns, since where people live—and the products made available to them there—influence what food people prefer and buy. Once a community has shown a preference for a product, the food and beverage industry then uses past purchasing data to inform additional spending to continue marketing that product. As African-American and Latino children are already disproportionately exposed to more junk food non-digital marketing than their white counterparts, these classifying and predictive analytics are likely to reinforce inequities and keep communities of color disproportionately on the receiving end of junk food marketing, likely cementing adverse health outcomes in the future. It is our responsibility to intervene when market forces cannot ensure equitable health outcomes, especially regarding children, who are the least equipped to fend off the onslaught of unhealthy marketing.

Contemporary Digital Marketing Practices Take Advantage of Children’s Cognitive, Social, and Emotional Vulnerabilities

Children are still developing—psychologically, biologically, and socially. We know from decades of research that they are vulnerable to a range of advertising and marketing practices. The younger ones cannot always tell the difference between fantasy and reality or recognize advertising. For example, children under 8 have difficulty understanding persuasive intent, making it hard for them to realize that advertising and marketing techniques are tools marketers use to persuade them to buy something, as opposed to simply delivering factual information. Older children can be confused, especially by digital marketing techniques that are disguised as

---


entertainment, embedded in an online game, or presented to them through a friend.\textsuperscript{22} For preteens (8-12), the research shows that they are in a unique stage in their development when their peer relationships are beginning to have a profound influence on their choices and preferences. They are inclined to behave impulsively and often do not think about the consequences of their actions before taking them. As they begin to explore their identities, they are particularly drawn to social media, posting photos and other personal information about themselves, and not always using good judgment about what they share.\textsuperscript{23} Young people over 13 are impressionable and vulnerable to the influence of social media marketing, and are also challenged in their ability to make distinctions among all the myriad, sophisticated, subtle, and largely invisible ways in which marketing engages online users.\textsuperscript{24}

Companies use youth influencers and techniques such as “native advertising” that masquerade as editorial content, making it impossible for even the savviest children to understand they are being pitched the latest products, including unhealthy foods. Youth of color, and low-income children generally, cannot escape ad-supported digital content, much of which is designed to impact their emotions and behavior. Marketers are using technologies like geolocation to track young people, and artificial intelligence to predict what product to promote to someone at the most favorable time. Unless we develop fair digital marketing and privacy rules that protect youth, the marketplace will evolve to new extremes of commercial exploitation.

\textbf{Need for Fair Marketing Practices for Children and Teens and Human Rights, Social, Economic and Ethical Impact Assessments}

Fair marketing practices for children and teens could include, for example, rules on cross-device tracking and geotargeting, native advertising and product placement, “influencer marketing” and neuromarketing or any other implicit persuasive technique. Ultimately, we are concerned with the outcomes and impact of profiling across broad categories of consumers and the distribution of this impact, particularly on children and teens, and predictive algorithms. Therefore, we urge the FTC to develop, perhaps in cooperation with its European colleagues, methodologies to assess the human rights, social, economic and ethical impacts of the use of algorithms in modern data processing.\textsuperscript{25} Such a broader view of the impact of algorithms would not only look at the effect on individual privacy, but also consider disparate impacts, as well as fairness, consumer


protection, competition, accountability and innovation. These impact assessments should be required for companies under consent order and could also be required of companies who come under special scrutiny for engaging in high-risk data practices.

An FTC proceeding on competition and consumer welfare must include a hearing on youth, including how effectively the FTC enforces COPPA. We believe that meaningful COPPA enforcement requires a better understanding of how the confluence of cross-device use, data analytics, personalization, and targeted content applications enable parents to make truly informed decisions regarding the privacy of their children. Beyond COPPA, the FTC must address what additional fair digital marketing and privacy rules we need to protect the welfare and privacy of children and teens. This FTC hearing should also examine current marketing and data practices of the leading digital media companies targeting youth, including Google, Facebook, Amazon, Disney and Nickelodeon.

We urge the commission to hold a hearing addressing the welfare and privacy of children and teens as part of this proceeding.

Respectfully submitted,

Berkeley Media Studies Group

Center for Digital Democracy

Color of Change