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Today’s consumers are embracing a new generation of mobile apps, bracelets, watches, and biosensor-equipped clothing that promise to help them lose weight, get into better shape, and reduce stress. With hundreds of these new digital tools now on the market, wearable devices have moved from a niche product just a few years ago to an expanding mass-market category. This growth has been spurred by several factors, including the widespread adoption of smartphones, the growing reliance on digital media for health information and services, and the rise of the so-called “quantified-self movement.”

Health-monitoring tools are helping patients remember to take their medications regularly and reducing the number of times they need to see their doctors. Public-health and medical researchers are employing wearable cameras and other mobile devices to analyze real-world physical activity and sedentary behavior patterns among certain populations, tapping into a much wider range of data than they could through traditional methods of sampling and recruitment. Wearable devices are expected to be particularly beneficial for under-served communities and individuals with serious, chronic health problems.

But some of the very features that make mobile and wearable devices so promising also raise serious concerns. As their use becomes more widespread, and as their functionalities become even more sophisticated, the extent and nature of data collection will be unprecedented. Biosensors will routinely be able to capture not only an individual’s heart rate, body temperature, and movement, but also brain activity, moods, and emotions. These data can, in turn, be combined with personal information from other sources—including health-care providers and drug companies—raising such potential harms as discriminatory profiling, manipulative marketing, and security breaches.

This report provides an overview and analysis of the major features, key players, and trends that are shaping the new consumer-wearable and connected-health marketplace. Its goal is to develop an informed approach to considering the best policies for ensuring equity, privacy, and security. These issues are a microcosm of a much broader and deeper set of concerns about risks to consumers in the Big-Data era. Our research is drawn from a variety of sources, including interviews with industry, privacy, health, and technology experts; analysis of industry reports, trade publications, and policy documents; participation in conferences and workshops; and review of relevant scholarly and legal literature.
We begin by taking a broad look at how the U.S. health-care system is currently being reconfigured. This transformation is fueled by a number of technological, social, legislative, and economic forces that have recently come into play:

- **Advances in technology** and data science, including consumer adoption of mobile apps and devices, and new developments in machine learning and data analytics;
- **Federal requirements and incentives** that are fostering the adoption of electronic health records;
- **Interest in new** forms of lower-cost treatment by health facilities, including the use of mobile services;
- **Investment by venture capitalists**, as well as by leading technology companies such as Google, Apple, and Intel, in new services and health-related consumer devices;
- **Reimbursement by Medicare** and other health insurance providers for new digitally based health services, such as remote diagnostics; and
- **Growing numbers of** start-ups and new competitors offering health and insurance services that are tied to various forms of digital technology.
The growth of connected health is further eroding the boundaries between the health-care system and the digital commercial marketplace.

The technology of wearable devices makes them particularly powerful tools for data collection and digital marketing. A new generation of techniques will likely become defining features of the user experience in the emerging wearables environment. Many will be extensions of contemporary digital marketing practices currently in use. For example, smartphones and other mobile devices already provide unprecedented access to users’ location information, enabling marketers to target individuals wherever they are, based on analyses of “visitation patterns” and a host of other behavioral and demographic data. An emerging set of techniques will be designed to harness the unique capabilities of wearables—such as biosensors that track bodily functions, and “haptic technology” that enables users to “feel” actual body sensations. Pharmaceutical companies are poised to be among the major beneficiaries of wearable marketing.

Experts envision a not-too-distant future in which health and wellness devices—along with an array of next-generation Internet-connected sensors—will be fully integrated into everyday experiences as people continue to adapt to the now-ubiquitous presence of digital technology in their lives. The flow of user-generated and biologically derived information that these devices track will be fed through a vast Big-Data network composed of hospitals, pharmaceutical companies, consumer product goods and services companies, drugstores, and many other players both within and outside the increasingly porous connected-health system. Algorithmic classification systems could enable profiling and discrimination—based on ethnicity, age, gender, medical condition, and other information—across a spectrum of fields, such as employment, education, insurance, finance, criminal justice, and social services, affecting not only individuals but also groups and society at large. The opportunities for data breaches will increase, with hackers accessing medical and health information at insurance companies, retail chains, and other businesses. Even those institutions with the most benevolent of goals—such as public-health departments, law enforcement, and research entities—can misappropriate and misuse health data. Many of the harms associated with the collection and processing of such data, moreover, are likely to affect disproportionately the most vulnerable people in our society, including the sickest, the poorest, and those with the least education.

The degree to which users of wearable devices will be able to make informed privacy decisions—and thus exercise meaningful control over their personal data—will ultimately depend on the effectiveness of government and self-regulatory policies. In their current state, however, none of these systems provides adequate safeguards to patients or consumers in the Big-Data era. In contrast to the European Union, where privacy is encoded in law as a fundamental right and where robust data-protection laws have been enacted, privacy regulation in the U.S. is sectorial, with separate laws for different types of information, users, and situations, such as financial, student, or medical privacy. Overall, U.S. privacy laws governing health information are limited and fragmented, with significant gaps in coverage. Although there have been efforts over the years to pass broader consumer-privacy regulations in the U.S., none has been successful.

Trade groups and industry-supported nonprofits have developed guidelines, codes of conduct, principles, and best practices for addressing privacy and marketing in digital media. Taken together, these self-regulatory regimes offer a patchwork
of competing and sometimes overlapping systems. While claiming to give consumers tools for controlling their own personal data, many of the actual practices are often described in such vague, complex, or highly technical language that they are difficult to comprehend. Nor do self-regulatory systems offer any meaningful system of independent accountability.

Privacy, security, and consumer-protection policies for the connected-health market should be held to a much higher standard than those established for most other areas of the digital marketplace. Addressing these concerns requires a comprehensive framework that will ensure true accountability and enable effective enforcement. If policies can be put in place now, consumers will have legitimate reasons to trust the companies with which they do business, and will gain confidence in the fairness of the overall consumer marketplace. Rather than stifling innovation, these policies will both foster and guide the growth of the industry.

The need for twenty-first-century Big-Data safeguards: For decades, privacy and data-protection policies—in both Europe and the U.S., as well as in many other countries—have been guided by Fair Information Practices, sometimes called Fair Information Practice Principles (FIPPs). FIPPs are considered the gold standard of privacy policy, a framework that combines a set of rights for individuals with a clear articulation of responsibilities to govern how institutions can collect and use personal data. The underlying conflict between traditional privacy principles and Big-Data imperatives, however, has prompted some to declare that FIPPs are simply no longer relevant. But rather than abandoning FIPPs, we need to strengthen and supplement these longstanding principles, developing additional standards and practices that can address a host of new and emerging data operations. This will require moving beyond the focus on protecting individual privacy, and extending safeguards to cover a range of broader societal goals, such as ensuring fairness, preventing discrimination, and promoting equity.

Moving beyond privacy self-management: The prevailing model of notice and choice—which has been embraced by both government regulators and industry—operates on the assumption that an individual will review the disclosures in a company’s privacy policy, evaluate the pros and cons for herself, and, if she uses or purchases the product or service, will agree to the terms of the data-processing arrangement. Such expectations of “privacy self-management,” however, are at odds with contemporary Big-Data practices.

Improving transparency: Meaningful and effective transparency is consistent with the FIPPs principle of openness. However, current corporate privacy disclosure practices fail to explain the full spectrum of data collection, sharing, and marketing techniques employed on wearable devices, leaving a great deal of room for improvement. Transparency, moreover, needs to go beyond corporate privacy policies and terms of service. The pervasive use of algorithms in many sectors of our society—including social media, marketing, science, and government—has triggered rising concern about how these “black box” operations can negatively impact individuals, communities, and groups.

Redefining “protected data”: Both regulatory agencies and industry self-regulatory organizations classify certain kinds of information as “sensitive” and thus deserving
of greater privacy protection. While personal health information should clearly be considered sensitive, it is important to understand that in the Big-Data era, no single piece of data or category of information can easily be isolated for special handling. We need to view current data practices more holistically, as the aggregation of many “data points” about an individual, across multiple platforms and digital devices, online and off, that reveals important and “actionable” insights about a person’s health. Restricted categories of so-called personally identifiable information (PII) are also problematic and outmoded in today’s digital marketing environment.

Limiting collection and regulating use: Policy makers should consider establishing more effective ways to assess both the benefits and risks of data use—not only to individuals, but also to groups and the larger society. Data-technology practices should be required to undergo some form of risk-impact assessment before they are put in place. While industry self-regulatory organizations can play a role in this process of risk-impact assessment, risk/benefit analysis, and the establishment of acceptable data-use categories and risk levels, they should not be the sole arbiters of decision making in any of these areas.

The need for new regulatory structures: While we need to do everything possible to educate and empower consumers to take control of their personal data, we cannot expect individuals to bear the entire burden of managing their privacy in the Big-Data era. Privacy advocates have long been arguing for the establishment of a data-protection authority to replace our current fragmented structure of privacy regulation in the U.S. Given the widespread and transformative nature of data-driven operations and practices across multiple sectors of our society, an overarching regulatory structure may be necessary to manage a broad spectrum of issues, ensuring ethical data-processing practices, instituting effective consumer-privacy safeguards, and preventing discriminatory uses of data.

Establishing effective safeguards for the wearables and connected-health marketplace will require widespread participation across many sectors of our society, including the high-tech and health industries, academic institutions, nonprofits, foundations, policy makers, and communities. This report concludes with a number of suggested next steps. These include efforts to strengthen public interest and nonprofit participation in health-privacy reform; to promote public education on the need for such reform; to develop a collaborative and cross-cutting research agenda; and to foster stronger industry safeguards and best practices. Because contemporary marketplace practices pose challenges to effective decision making by individuals, the report proposes a set of principles designed to give consumers as much control as possible over their own data, while establishing default safeguards for both collection and use.

All data collected from a health or wellness wearable device should be considered sensitive, and thus require an affirmative and effective consent process before they can be collected and used.

Clear, enforceable standards should be established for both the collection and use of information on wearables and other Internet-connected devices, with allowances for consumers to place limits on the data collected by and about them.

Companies should be required to explain fully and in clear language what their data practices are, and there should be standardization of terminology so that
comparisons are possible. They should also be required to make public disclosures about the operations of their data-analytic systems, including how they conceptualize and utilize algorithms.

**Wearable and other** connected-health companies should not share user information with any third parties where advertising, marketing, or the promotion of other services are involved.

**Companies should comply** with requests for a person's data as soon as possible and at the lowest cost.

**The metrics used** to determine how de-identification is most effectively accomplished should be disclosed and subject to independent verification.

**In order to** ensure that consumers are truly informed, wearable devices and apps should be tested to determine that consumers will be able to understand their privacy choices and terms of services.

**Self-regulatory organizations should** develop standards that apply to all sectors of the consumer connected-health industry, along with a process for independent auditing.

**The various participants** in the digital health sector, including the wearable and mobile apps industry, should develop a set of fair marketing practices for using health-related data.

**In the wake** of the recent election, the United States is on the eve of a major public debate over the future of its health-care system. The Affordable Care Act is very likely to undergo significant transformation, with millions of Americans facing the prospect of losing their health insurance or having their coverage severely cut. The potential of personal digital devices to reduce health care spending will likely play an important role in the policy debate. However, as this report documents, these technologies hold both promise and peril. In the absence of adequate safeguards, consumers and patients could face serious risks to their privacy and security, and also be subjected to discrimination and other harms. We have both an unprecedented opportunity and a moral obligation to broaden our national conversation around the goal of establishing a “Culture of Health,” where “good health and well-being flourish across geographic, demographic, and social sectors,” and “everyone has the opportunity to make choices that lead to healthy lifestyles.”
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One of the featured products at the 2016 Consumer Electronics Show (CES) was Under Armour’s new “UA Record app,” a powerful personal health tool that monitors and analyzes a person’s behavioral and performance data gathered by a fitness-tracking device. Billed as “the world’s first 24/7 connected health and fitness system,” UA Record promises its users their own “personal health consultant, fitness trainer and assistant,” utilizing IBM’s Watson artificial intelligence computing system to “assess and combine” an array of personal, physiological, nutrition, training, and environmental information. The app also taps into Under Armour’s 160-million-member “Connected Fitness” community.

UA Record is one of hundreds of new digital tools on the market to help people improve their health and well-being. (See sidebar: “Wearable Market Players.”) Through smartphone apps, bracelets, watches, and biosensor-equipped clothing, consumers are increasingly eager to embrace technology that promises to help them lose weight, get into better shape, reduce stress, and take more control of their health. Digital strategy firm Endeavour Partners explained in a recent report that “smart wearable devices have moved from a niche product just a few years ago to a mass-market product category.” This growth has been spurred by several factors, including the widespread adoption of smartphone, the growing reliance on digital media for health information and services, and the rise of the so-called “quantified-self movement.”

It is estimated that more than 500 million consumers with smartphones worldwide have downloaded health apps to their devices. The global market for mobile health services is projected to reach $49.12 billion by 2020, up from $1.95 billion in 2012. 232 million wearable devices were sold in 2015, with U.S. consumers in the forefront of purchasing watchers and fitness trackers. Health and fitness devices are now getting less expensive, making broader adoption by the public likely.
The following are just a few highlights of products and new ventures in this fast-moving consumer health device marketplace:

**Samsung** has designed a “Bio-Processor” for its fitness apps, which will be able to measure a combination of bodily processes and states, including body fat, skeletal muscle mass, heart rate, heart rhythm, skin temperature, and stress level.6

**Fitbit** is one of a number of companies developing the next generation of wearable tools that will piece together different biometrics, including sleep patterns, heart rate, and galvanic skin response. The device will send consumers warnings of stress levels and suggest ways to reduce stress.7

**Apple** released its Apple Watch in 2015, with health and fitness offerings among its suite of bundled apps. The Health app on Apple Watch “measures all the ways you move, such as walking the dog, taking the stairs, or playing with your kids. It even keeps track of when you stand up and encourages you to keep moving.” For the broader app-development community, the company also released HealthKit, which “allows apps that provide health and fitness services to share their data with the new Health app and with each other. A user’s health information is stored in a centralized and secure location and the user decides which data should be shared with your app.”9

A start-up called **Thync** “uses neuroscience to provide a clean way to manage your energy, stress, and sleep.... Thync uses low-energy waveforms to safely and comfortably signal nerves on your head and face. These nerves signal specific areas of the brain that cause your body to relax or energize.”10 The company says it is the first consumer wearable device that is marketed to improve a person’s mood.11
CONNECTED HEALTH IN THE BIG-DATA ERA

Wearables are expected to play a central role in a new “connected-health” system. “Increasingly, people are gathering data from their own bodies, tracking outcomes, and sharing information with colleagues and friends,” explains a recent article in the journal *Health Affairs*. “Patient-consumers,” empowered by technology, have “access to real-time, actionable, and personal information,” not only enabling them to make better decisions about their own health, but also generating valuable data for broader public health interventions: “Devices such as Jawbone UP, Fitbit, NikeFuel, and others track one’s daily steps, sleep habits, and nutrition. Other apps broadcast exercise stats and favorite running routes to friends. Online communities invite patients to share tips, drug side effects, and prayers—all while big analytic engines comb through the findings in a constant search for unexpected determinants of healthy behavior.”

The emergence of wearables is emblematic of the Big-Data era. Advances in computer technology, artificial intelligence, digital communication networks, and sophisticated data-processing and analysis tools have triggered a sea change in the amount, speed, and variety of data that can be gathered and processed. The costs of collecting, storing, and processing data have gone down as the sources for gathering data have proliferated. The forces of Big Data are reshaping all of the major institutions in our society, disrupting the structures and operations of government, commerce, health, financial markets, education, and the workplace.

THE INTERNET OF WEARABLE THINGS

Wearables are also part of the rapidly growing Internet of Things, in which Internet-connected sensors transform the ordinary objects in peoples’ everyday lives—from thermostats to refrigerators to cars—into “smart” devices that can communicate with each other. Technology company Ericsson recently released a report on the “Internet of Me,” which offered several illustrations of some of the wearables available in the near future. For example, “wearable panic buttons” could be “built into jewelry or clothing, allowing you to quickly alert a pre-designated circle of trusted contacts, as well as the police, when in distress.” “Safe driving internables” might include “ingestible pills with sensors, which measure blood alcohol content” and “communicate with your car, rendering it useless if you exceed the legal limit.” A report from Cisco’s Internet of Everything center describes a world in which “people will be able to swallow a pill that senses and reports the health of their digestive tract to a doctor over a secure Internet connection,” and where “sensors placed on the skin or sewn into clothing will provide information about a person’s vital signs.”

If harnessed effectively, this growing array of fitness trackers, smart-phone apps, and other Internet-connected devices could help address some of the most challenging public health problems in the United States. Wearables are already proving to be useful tools for reducing health-care costs and increasing patient engagement, and could play a role in addressing the dramatic rise in obesity over the last several decades, which has triggered an increase in type 2 diabetes, heart disease, and other related illnesses. Health-monitoring tools provide individuals with more efficient ways to manage their own health, encouraging them to take their medications regularly and reducing the number of times they need to see their doctors. Dozens of companies are incorporating health and fitness trackers into their employee-wellness programs.

(See sidebar: “Employee Wellness Programs.”) Public health and medical researchers are using wearable cameras and other mobile tools to analyze real-world physical activity and sedentary
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Wearable Market Players

The connected-health and fitness-device market is composed of several competing sectors, including leading digital technology firms Apple, Google, and Samsung; specialized companies that focus on technological tools, such as Garmin and Misfit; and fitness-focused entities, such as Under Armour and Adidas. Consumer wearable devices already offer an array of health-related data. In addition to the number of steps taken, heart rate, distance walked, blood pressure, and sleep patterns, products can also display email, send text messages, trigger payments at the store, deliver notifications, and connect to social media. Among the leading wearable device companies are the following:

**Fitbit:** Claiming it has “the largest community of connected health and fitness device users,” the company offers a number of “wearable connected health trackers” that connect to a person’s wrist or can be clipped to their clothing, such as the Fitbit Zip, Fitbit Charge, and Fitbit Blaze. As customers use its data platform, Fitbit says it gains a “deeper understanding” of their “health and fitness goals” and is positioned to develop a “direct relationship” with them—offering “analysis, features, advice, and content...throughout the day....” Customers can be reached when they use “our online dashboard, mobile apps, emails, and notifications.” There are also “thousands of third-party apps” with which a Fitbit customer can decide to share data.

**Fossil Group:** The “fashion and technology” company acquired Misfit, maker of activity trackers and smartwatches, in late 2015. Like others, Fossil is focused on building out its ability to provide digitally delivered services to its customers, including through its use of data.

**Garmin:** In addition to consumer sales, Garmin aims as well to sell its watches and trackers to employee-wellness programs. With this device, users can receive “smart notifications” through “email, call, text, social media alerts and more—all from your wrist.”

**Under Armour:** Initially known for its line of sports apparel, Under Armour now also offers a variety of wearables and digital fitness services. The company’s “connected-fitness” platform includes apps, such as Endomondo and MyFitnessPal, that provide activity, diet, and other information. Through its UA Record, for example, Under Armour says it “collects and analyzes data points from all your digital devices,” offering a personalized dashboard and the ability to “coach you on your next workout,” among other features.

**Samsung:** The electronics giant manufacturers smart watches and fitness bands, and has focused on mobile health-care applications for its line of mobile phones. Its “S Health” app works with the sensors in Samsung phones that can provide “complete integrated solutions to patient recovery and wellness.” In addition to tracking calories used, activity level, and ultraviolet light exposure, Samsung mobile devices can become “a precise chronic disease management solutions” and a monitor for diabetes, blood pressure, and cardiac issues.

The leading operating systems for smart watches are Apple’s watchOS, with nearly two-thirds of the global market, and Google’s Android Wear (which has slightly more than 20 percent). The future direction of wearables is being shaped by the ability of marketers to use behavioral information gathered in real time. They will offer more personalized messages and promotions as they are “directly accessing pulse rate, sweat levels, and even scanning facial expressions....”
Increasingly, people are gathering data from their own bodies, tracking outcomes, and sharing information with colleagues and friends.

digital health and marketing ecosystem, which is focused on gathering and monetizing personal and health data in order to influence consumer behavior. As the use of trackers, smart watches, Internet-connected clothing, and other wearables becomes more widespread, and as their functionalities become even more sophisticated, the extent and nature of data collection will be unprecedented. Biosensors will routinely be able to capture not only an individual’s heart rate, body temperature, and movement, but also brain activity, moods, and emotions. These data can, in turn, be combined with personal information from other sources—including health-care providers and drug companies—raising such potential harms as discriminatory profiling, manipulative marketing, and data breaches. According to the Health and Human Services’ Office of Civil Rights (OCR), there were 253 health-care breaches in 2015 that affected 500 individuals or more, resulting in a combined loss of over 112 million records.

Yet mobile health apps and wearable devices currently fall between the cracks of an already weak and fragmented health-privacy regulatory system in the U.S. Many consumers may think that their personal health information is protected by federal laws, such as the Health Insurance Portability and Accountability Act (HIPAA). But that law applies only to medical facilities, insurance companies, pharmacies, and other so-called “covered entities,” and there are many loopholes in the system that allow patient data to be used by a growing spectrum of companies and institutions. While some wearables, such as those prescribed by doctors,
Employee Wellness Programs

Wearables will increasingly play a role in the emerging “medical device information system” that gathers, analyzes and distributes health data. Such combined information will help provide, according to a Qualcomm subsidiary, a “comprehensive view” of a patient. UnitedHealthcare, a major health services company, in partnership with Qualcomm, now offers a program for employers that provides wearable devices to employees and dependents. The devices, which are designed to help employees and their families “become healthier and more active” connects to a “medical grade data” network (and enables remote monitoring by health professionals, for example). Employees who participate and wear the devices can earn credits, up to $1,450 per year for their health reimbursement accounts.

In October 2016, AARP filed a lawsuit against the Equal Employment Opportunity Commission (EEOC), charging that the federal agency’s forthcoming rules for wellness programs would “penalize workers for keeping health information private.” The EEOC’s plan, which starts in 2017, allows employers to offer financial incentives to those who sign up for their wellness plans, amounting to as much as 30 percent off of what an employee pays annually for insurance. AARP is worried that the new policy will force many employees and their families to provide their health information to corporate wellness services.

Retail giant Target recently teamed up with Fitbit to encourage its 335,000 U.S. workers to engage in healthier behaviors. Those who enrolled in the program were given free or discounted Fitbit activity trackers and organized into teams for a month-long “Activity Challenge.” The team that logged the highest average number of daily steps was given $1 million to distribute to their favorite local health and wellness nonprofit groups. And while there hasn’t been a great deal of research on the topic, a number of major companies report that using these devices has made a clear difference in how well workers respond to wellness initiatives. When IBM distributed Fitbits to 40,000 employees over a two-year period, 96 percent of them logged their health information, such as physical activity and food intake, on a routine basis, and many continued to wear the trackers months after the company challenge was over.

Obesity-related illnesses are costing American businesses $73.1 billion per year in medical expenses and lost productivity. According to the National Institutes of Health (NIH), more than two out of three adults are either overweight or obese. And more than 1 in 20 (6.3 percent) are considered extremely obese.
might fall under the jurisdiction of the Food and Drug Administration (FDA), which regulates the use of medical devices, many of the most popular health and fitness devices and mobile apps are consumer products that the FDA does not regulate. The Federal Trade Commission (FTC) has some authority over mobile apps and Internet-enabled devices, but its regulatory jurisdiction is limited. Trade associations and industry-supported policy organizations have begun developing voluntary codes of good practice that health-technology companies may adopt to provide assurances to users that their data are safe. However, at the critical point when this market is about to take off, there is no government or self-regulatory framework that adequately addresses the privacy and consumer-protection issues raised by wearable health devices.24

Some of the most important stakeholders in the policy arena are still largely uninformed about the nature and extent of data collection in the emerging wearables industry, its relationship to the broader health and technology sector, and the stakes involved. Developments are moving forward at such breakneck speed across a range of health-related areas that it is difficult for most people to comprehend their full scope and dimensions, or understand the complex set of issues they raise.

Though the market is still in an early stage of development, it is possible to identify the forces that are shaping it, its major features, and key players, in order to develop an informed approach to considering the best policies for ensuring privacy, security, and equity. The research for this report is drawn from a variety of sources, including interviews with industry, privacy, health, and technology experts; analysis of industry reports, trade publications, and policy documents; participation in conferences and workshops; and review of relevant scholarly and legal literature.25 Our focus is primarily on the consumer wearables and mobile marketplace, which we define broadly to encompass smart clothing, fitness trackers, mobile apps, and similar tools.

The issues raised by health wearables are a microcosm of much broader and deeper concerns about the growing risks to privacy in the Big-Data era. We hope this report will contribute to a national discussion among consumers, health professionals, policy makers, industry, and the public at large.
We have organized the remainder of this report into five sections:

**CHAPTER 1:**
We begin by identifying several key trends that are influencing the growth and direction of the wearables market, including the emergence and expansion of an increasingly seamless, integrated connected-health system, spurred by government initiatives and fueled by large infusions of investment capital. PG 18

**CHAPTER 2:**
We then provide an overview of the current health and privacy regulatory landscape in the U.S., identifying some of the critical gaps in coverage as well as the challenges posed by contemporary data-driven commercial practices. PG 36

**CHAPTER 3:**
This is followed by a brief description and assessment of the key self-regulatory systems for data collection and marketing in the digital media, mobile, and wearables industries. PG 42

**CHAPTER 4:**
In the next section, we highlight what we see as the most important principles and issues that need to be considered in order to establish a public-interest framework for the health and wearables marketplace. PG 48

**CHAPTER 5:**
Lastly, we suggest ways in which government, industry, philanthropy, nonprofit organizations, and academic institutions can work together to develop a comprehensive approach to privacy and consumer protection, highlighting key principles, best practices, and recommended next steps. PG 66
To understand the wearables and mobile health app marketplace, we need to take a broad look at several key trends that are reshaping the U.S. healthcare system:

- federal government policies promoting the growth of information technology in health and medical care;
- major financial investments by venture capitalists and leading online companies in a new generation of digital health services and consumer devices; and
- Big-Data precision medicine initiatives that encourage public-private partnerships in order to generate breakthroughs for disease treatment and prevention.
CHAPTER 1: WEARABLES AND THE CHANGING HEALTH MARKETPLACE

medical professionals and enabling patients to gain easier access to their own data. ACA also encourages more effective use of data to improve evaluation and outcomes.27

INVESTMENT IN DIGITAL HEALTH SERVICES

The venture-investment community is also playing a significant role in fueling the growth of this connected-health system. Medical technology companies have attracted major funding for a broad array of innovations and new digital ventures designed to streamline and reconfigure conventional health and medical operations. For 2014 and 2015, more than $4 billion was invested each year in the “digital health space.” The top sectors financed provide insight into the changes occurring in the health system: health-care consumer engagement; wearables and bio-sensing consumer devices; personal health tools; payer administration tools for handling health-care transactions; telemedicine services that include digital imaging and videoconferencing; and care coordination. Investors understand the significant financial rewards to be made by creating state-of-the-art health services and applications, including those that take advantage of the availability of personal health data. Google Ventures (now GV), which invests in “early-stage” start-ups, has contributed 30 percent of its annual funding to health companies, for example.28 As one of its partners explained, “We are looking at the intersection of where data science and healthcare meet, (which can include) everything from primary care to devices to patients.”29 There were also significant connected-health merger and acquisition transactions in 2015, “with 180 deals and $6 billion in disclosed activity.” Five digital health IPOs, including Fitbit’s, created $9 billion in market capitalization.30

FEDERAL HEALTH INITIATIVES

U.S. policymakers have enacted a series of federal initiatives designed to promote greater health and wellbeing, address inefficiencies in our current medical system, lower costs, and contribute to improvements in outcomes. In all of them, information technology (IT) plays a central role. For example, the 2009 Health Information Technology for Economic and Clinical Health Act (HITECH) created a new Office of the National Coordinator for Health Information Technology (ONC) within the Department of Health and Human Services (HHS), which is mandated to promote “the empowerment of individuals to improve their health and health care through Health IT.” A key goal of the HITECH Act is the development of a “learning health system” that supports the needs of both individuals and providers, and fosters continuous improvements for quality outcomes. It also envisions an IT infrastructure “where an individual’s health information is not limited to what is stored in electronic health records, but includes information from many sources (including technologies that individuals use) and portrays a longitudinal picture of their health...[and] where public health agencies and researchers can rapidly learn, develop, and deliver cutting edge treatments.”31 The Affordable Care Act (ACA), which was enacted in 2010, includes provisions for promoting the adoption of electronic health records by

BIG DATA AND PRECISION MEDICINE

The federal government has been promoting the growth of precision medicine, which
relies heavily on Big-Data technologies and systems to identify individual differences in environments, genes, and lifestyles in order to develop both personalized and large-scale approaches to disease prevention and treatment. The White House’s Precision Medicine Initiative (PMI) was launched in 2015 to support “emerging methods for managing and analyzing large data sets while protecting privacy, and health information technology to accelerate biomedical discoveries.” A “million or more Americans” are to be asked to “volunteer to contribute their health data,” in order to “catalyze a new era of data-based and more precise medical treatment.” Key principles include making “it easier for patients to access, understand and share their own digital health data, including donating it for research” and “open[ing] up data and technology tools to invite citizen participation, unleash new discoveries, and bring together diverse collaborators....” Earlier this year, the White House announced the creation of a new Cancer Moonshot Task Force—to be led by Vice President Joe Biden—which is aimed at accelerating cancer treatment research and development. The initiative will foster data sharing in order to “break down barriers between institutions, including those in the public and private sectors, to enable maximum knowledge gained and patients helped.”

A number of public and nonprofit health and research institutions are partnering with private, for-profit technology companies to develop large-scale medical research efforts. For example, Google is making investments in the use of data-related practices to create “the world’s largest single source of structured real-world oncology data and intelligence.” Its health-focused research unit, Verily (formerly Google Life Sciences), was launched in 2015 and is working on a variety of projects, including wearables for diabetes and multiple sclerosis, “medical robots,” and studies on nanodiagnostics. Verily has formed partnerships with pharmaceutical companies Novartis, Dexcom, and Sanofi for products related to diabetes; with Biogen on multiple sclerosis; and with Johnson and Johnson on robots. In one of the first PMI-funded projects, Verily is also collaborating with Vanderbilt University to enroll volunteers who will share their health data for research.

As a recent PricewaterhouseCoopers report explained, all of these trends have created a “New Health Economy,” which
is altering traditional business models: “The industry’s very value chain is being re-engineered by powerful global drivers—downward pressure on costs, increasing chronic diseases, an aging population, surging consumerism, the embrace of value-based models, the arrival of new entrants and, yes, transformative advances in technology.”

GROWTH AND MATURATION OF THE BIG-DATA DIGITAL MARKETPLACE

The growth of this new health economy is further eroding the boundaries between the health-care system and the digital commercial marketplace. Since its origins in the mid-1990s, the digital marketing system has operated with a core business model that relies on continuous data collection and monitoring of individual online behavior patterns. Now well established and thriving, its expenditures reached nearly $60 billion in 2015 for the U.S. alone, with worldwide spending predicted to reach $285 billion by 2020. The integration of data collection and marketing has become even deeper in the Big-Data era, with the proliferation of digital platforms and devices, innovations in online measurement techniques, and the growth of data analytics. An expanding arsenal of software and analytic tools are enhancing the ability of digital media companies and their advertisers to glean valuable insights from the oceans of data they generate. An elaborate and pervasive system can track and analyze a complex range of behaviors, actions, and networked relationships taking place online and offline, and increasingly on mobile devices. These developments have created what some observers have called the “surveillance economy.”

The technological affordances of wearables make them particularly powerful tools for both extensive data collection and personalized marketing. According to a recent survey conducted for a leading digital e-commerce marketing firm, the “key benefit of wearables will be as a source of very granular data insights and also new types of behavioral and usage data. Wearables of the future will have the ability to capture a wide array of data related to a user’s contextual activity, health and emotional state.” More than a third of marketers surveyed want to capture “daily routine and precise location” information from these devices. Smart watches are considered an additional “screen” that can be added to today’s cross-screen marketing system, which has grown exponentially over the last several years. Market research conducted for a leading digital ad company predicts that wearables will join with other connected devices to provide “an increasingly rich view of the consumer.” In the emerging Internet of Things environment, they will work alongside smartphones, tablets, connected TVs, medical appliances, connected cars, and the “multiple embedded touchpoints” increasingly found in homes and communities.

THE MOVE TO DIGITALLY-DIRECT-TO-CONSUMER PHARMACEUTICAL MARKETING

Pharmaceutical companies are poised to be among the major beneficiaries of wearable marketing, along with a number of other players in the growing digital and connected-health system. The U.S. and New Zealand are the only two developed countries that permit direct-to-consumer (DTC) advertising of pharmaceutical products. (See sidebar: “Digital Direct to Consumer Drug and Health Marketing.”) Spending for DTC advertising has skyrocketed in recent years to more than $4.5 billion. While the bulk of these expenditures has been for television commercials, pharmaceutical companies have moved aggressively into digital media, as a more cost-effective way of targeting and engaging consumers. The U.S. health-care and pharmaceutical industry is expected to spend $1.93 billion on digital advertising in 2016, up more than 15 percent from the previous year. By 2020, forecasts online marketing research firm eMarketer, pharmaceutical and health digital ad spending will reach $3.10 billion.
Digital Direct to Consumer Drug and Health Marketing

The Food and Drug Administration (FDA) and the Federal Trade Commission (FTC) are responsible for overseeing the advertising and marketing of prescription medications and over-the-counter drugs, respectively. The FDA’s over-arching framework for the advertising and promotion of pharmaceuticals and other regulated medical products is that they “must be truthful, accurately communicated, and balanced in presenting a drug’s risks and benefits” (or “fair balance”). These rules are designed to prevent “false and misleading” pharmaceutical advertising, and to ensure such ads reflect known risks of using a particular drug.16

The FDA’s primary work on digital advertising has been to ensure that benefit-and-risk information is available, on search engines, social media, and blogs. It also has made clear that companies that operate their own social media services are responsible for identifying and responding to information related to potential harmful impacts of their products.17 In addition, the FDA provides guidance on how companies should handle online services that have “character space limitations” (such as Twitter) so they can provide adequate “fair balance” information. Despite the space limitations, the most serious concerns must be identified, the FDA explains. Companies are allowed to provide a “more complete discussion” of the risks and benefits of a drug through the provision of a hyperlink on a search or microblogging site.18

The American Medical Association (AMA) called for a “Ban on Direct to Consumer Advertising of Prescription Drugs and Medical Devices” in a new policy adopted in 2015. The AMA’s then-incoming president explained that direct to consumer (DTC) advertising plays a harmful role by promoting “expensive treatments” versus clinically proven “less costly alternatives.” Dr. Patricia Harris noted that DTC advertising “inflates demand for new and more expensive drugs, even when these drugs may not be appropriate.” The AMA policy also reflects a concern about the growing “anticompetitive behavior in a consolidated pharmaceutical marketplace” and its impact on affordable medications.19
Big Data is at the heart of today's pharmaceutical marketing efforts. “Every decision we make today is fueled by data, and it’s changing the way we buy [ads],” explains the group president of Publicis Health and Razorfish Health—part of the second-largest global ad agency. Digital advertising provides “measurable results,” agrees the president of SSCG Media Group, another leading pharma marketing firm, which is why “media budgets are shifting to include more channels and targeting opportunities than ever before to engage both healthcare providers and patients.” In addition to recognizing that people are online today (with overall spending for digital ads expected to outpace TV expenditures in 2017), there is another economic reality confronting the pharma industry. “As the era of blockbuster drugs comes to an end,” explains eMarketer, “many prescription drugs in the pipeline will cater to diseases with specific remedies....[T]hey will require more highly targeted campaigns and strategic use of digital channels.” Pharmaceutical companies are responding to these challenges through various approaches, including partnerships, new ventures, and additional personnel.

While pharmaceutical marketing is federally regulated, the industry has been able to engage in robust advertising and promotion efforts, which will become even more sophisticated in the next few years. For example, regulations that the FDA administers—including adverse-event-notification requirements and those affecting endorsements and promotion—have historically constrained the willingness and ability of pharmaceutical companies to fully deploy digital marketing techniques. However, there is clear evidence that these companies are beginning to push back against limitations that may have restricted them in the past. In addition to the FDA regulations, HIPAA includes a Privacy Rule that prohibits hospitals, doctors’ offices, and other covered entities from using an individual’s personal health information for marketing purposes without that person’s prior authorization. However, the definition of what is considered “marketing” includes a number of exceptions. Though passage of the HITECH Act in 2009, along with subsequent HHS rules, has closed some of the loopholes, there are still a number of ways in which covered entities, their business associates, and third parties can engage in marketing practices.

In the pharmaceutical marketing industry, “HIPAA-compliant” has become a term of art for a growing set of techniques drawn from the Big-Data digital marketing arsenal. In their new jointly authored book, _Pharma 3D: Rewriting the Script of Marketing in the Digital Age_, representatives from Wharton, McKinsey, and Google urge the pharmaceutical industry to “think in 3D” and take advantage of the “moments that matter to their customers’ decision-making,” including “both patients and providers.” The book’s many recommendations offer a blueprint of Big-Data digital marketing technologies and practices that have already been eagerly embraced by the food and beverage, financial, retail, and other industries. The book also lays out a “CareFlow” framework that maps how, through digital marketing, “pharma leaders find a more compelling role to play in the lives of their patients, prescribers, and all others who influence patient behaviors and decisions.” The authors explain that Discovery in the Digital Age is the art of combining numeric and emotional views of behavior across the CareFlow. As such, it is not simply classic data mining or even “big data” number crunching that many think of when discussing business intelligence. The Digital Age Discover process recognizes that the data are coming from new sources; for example, we ourselves are often the sources of...
data, whether from our medical records or the Fitbits and smart watches around our wrists. Effective discovery, therefore, requires a perpetual “insights engine,” one that never stops combining these torrents of data with ethnographic and attitudinal insights. With consumer health and wellness data continually merged into profiles alongside financial, location, purchase, and social data and other information, marketers now possess the ability to track and reach individuals anytime and anywhere, with data-driven marketing technologies that create “actionable” insights for influencing a person’s behavior. Health-related marketing applications will potentially be integrated with a consumer’s daily use of financial payment and other online applications. Powered by sophisticated technologies, such as IBM’s “Watson” cognitive computing system, apps are able to provide individuals with health information “unique to them.”

WEARABLES AND THE CHANGING HEALTH MARKETPLACE

Wearable devices “can lead to unique patient insights and engagement...broaden patient engagement beyond treatment initiation and ultimately build manufacturer and brand loyalty,” the book explains. “[A]s consumers continue to collect more activity and health data and become more comfortable with how companies handle private information, they are increasingly willing to share these data with healthcare players in order to improve outcomes or reduce costs.”

Wearables and mobile apps figure prominently in the pharmaceutical industry’s strategy for engaging smaller, niche markets with highly focused advertising. “[T]he payoff is still a few years away,” according to the Publicis Health president. But companies are examining how to “leverage the different things that people are tracking—steps, sleeping, daily insulin measures—and provide them services throughout their journey that may go beyond our drugs.” With consumer health and wellness data continually merged into profiles alongside financial, location, purchase, and social data and other information, marketers now possess the ability to track and reach individuals anytime and anywhere, with data-driven marketing technologies that create “actionable” insights for influencing a person’s behavior. Health-related marketing applications will potentially be integrated with a consumer’s daily use of financial payment and other online applications. Powered by sophisticated technologies, such as IBM’s “Watson” cognitive computing system, apps are able to provide individuals with health information “unique to them.”

THE EMERGING WEARABLES DATA-COLLECTION AND MARKETING SYSTEM

The advertising industry is gearing up to take advantage of wearables and other digital devices for data-driven targeted marketing, developing advanced data collection,
analytics, and delivery capabilities, drawing from recent innovations in behavioral science, and launching ad networks and other new ventures targeted exclusively to this segment. For example, leading ad agency Mindshare (Group M/WPP) created a “wearable technology unit” in 2014 called Life+. Under Armour’s “Connected Fitness” advertising network enables targeting users of its health-related apps, including MyFitness Pal, MapMyFitness, and Endomondo (a personal training app). FitAd, another new fitness and health mobile ad network, offers targeting…

With consumer health and wellness data merged into profiles alongside other information, marketers now possess the ability to track and reach individuals anytime and anywhere via “the largest possible targeted audience for fitness & health,” involving such user data as “ethnicity, age, gender, location, [and] browser data.” Ad agencies and data-targeting companies are actively exploring a variety of ways to harness the capabilities of these new devices on behalf of their clients. There is interest in “tying offline data to online behaviors and connecting medical and clinical data with nonmedical behavioral and demographic information to infer and predict health behavior and conditions.”

A start-up called Strap bills itself as “the most efficient way to use mobile health data.” Its founders “realized that there was a need for someone to analyze and make sense of the data coming from the growing number of wearable devices.” The company offers a “HIPAA-compliant mHealth analytics platform” that can deliver “actionable insights” from more than 200 wearables and devices that enable “access to hundreds of millions of users and their data.” As consumers opt in, “human data starts flowing into Strap’s intelligence system,” enabling marketers to “send messages around the time your consumers wake up, reward them for reaching fitness goals and know what kinds of food they eat regularly.... By using this data to your advantage, you can encourage them to be more loyal consumers with rewards, coupons and freebies.” Strap is able to “couple human data” with a client’s information, including loyalty, social media, shopper, and survey data.

According to a recent eMarketer article, “advertising will not appear in volume on wearables until one or more of the devices attains significant market share.” But as soon as these new devices reach mass adoption, “advertisers expect to connect with users through native ad formats.” In the parlance of the ad industry, “native ad formats” are the latest form of product placement, the practice of blending advertising and brands seamlessly into website and mobile app content so that consumers cannot tell the difference. One health marketer notes that “native advertising formats are becoming the preferred mode of engaging with brand and disease information,” especially since they bypass ad blockers and are not perceived as ads.

On wearable devices, native advertising will take a number of forms. For example, “native newsfeed sponsorships” may deliver “an organic brand message to consumers as they view nutrition and fitness content and community support from trusted friends and family.” Native ads can also be interactive experiences, using video to blend into the editorial content. For example, FitAd specializes in delivering what it calls “moments”:

Moments mark the start, completion or achievement of an important milestone within a fitness and health app or website. At these Moments, it is appropriate to match advertising to the Moment so that brands can acknowledge, recognize, reward or challenge users. Examples of Moments include: beginning a run, descending a mountain, driving for your longest golf shot, beating your best 5k time, or simply making a healthy food or lifestyle choice that is being captured via an app or website.
Native ads are just one of a variety of data-collection practices and targeting techniques that will likely become defining features of the user experience in the emerging wearables environment. Many of these techniques will be extensions of contemporary Big-Data digital marketing practices currently in use on mobile and other platforms, adapted to take full advantage of the unique capacities of wearables and their role in consumers’ daily lives. Others will be tailored specifically to the wearable marketplace, harnessing new capabilities such as biosensors that track bodily functions and “haptic technology” that enables users to “feel” actual body sensations. In the next few pages, we highlight some of these practices, explaining how they work and providing examples of their current use by health and pharmaceutical marketers, as well as how they will likely be deployed in the wearables market.

**Predictive Analytics and Behavioral Targeting**

The last several years have witnessed a proliferation of specialized services offering a variety of Big-Data services to marketers. Among these are data-management platforms and data marketing clouds, which provide a package of complex, sophisticated computer operations that are already central features of contemporary digital marketing. (See sidebar: “Data Management Platforms and Health Marketing Clouds.”) For example, predictive analytics involves collecting data on a consumer’s behaviors and other attributes from a variety of sources, combining that data with profiles of the individual, and using sophisticated algorithms to distill and interpret the data in order to make predictions about how that person is likely to respond to a given marketing message. Through behavioral profiling and targeting, the specific message and its distribution can be precisely tailored and targeted to maximize its ability to influence that particular consumer.

IMS Health, which operates a data-management platform and cloud-computing service for health marketers, recommends that its clients gather behavioral and profile data from all of the “stakeholders” in the “healthcare ecosystem,” including “the healthcare professional, the pharmacist, the patient, the payer, the provider, the thought leader, and others,” in order to analyze and influence the “patient journey.” Using “insight-driven, automation-enabled marketing” to “construct communications journeys,” a “series of messages sent to healthcare professionals and patients are tailored and iteratively refined to be more effective.” “Iteratively refined” refers to a common practice in the digital marketing industry whereby messages can be altered in real-time based on a consumer’s reactions, and further adjusted for maximum effect. Through this practice, sometimes called dynamic creative, the enhanced message can be retargeted to the same individual as she navigates the Web or uses a mobile device. “Targeting customers as individuals is achievable,” explains IMS, “once you collect data on their past behavior, attitudes and preferences.”

Wearables are expected to play a major role in dramatically increasing the availability of behavioral data on individual consumers, resulting in what one IMS executive referred to as a “wave of information coming our way.” A growing number of companies now specialize in offering data services specifically tailored to the mobile health and wearables industry. For example, Validic describes itself as “the healthcare industry’s premier technology platform for convenient, easy access to digital health data from best-in-class clinical and remote-monitoring devices, sensors, fitness equipment, wearables and patient wellness applications.” Validic has access to “patient data from over 280 application and devices,” with a “population reach of 223 million throughout 27 countries.” Its partners include RunKeeper, Misfit, Fitbit, Pfizer, along with health-marketing-supported information companies WebMD and Everyday Health. In June 2016, Validic partnered with leading global ad giant Omnicom “to counsel healthcare companies on the connected health market and to develop new solutions that integrate data from wearables, apps and clinical remote monitoring devices.”

CONTINUED ON PAGE 28 →
Data-Management Platforms and Health Marketing Clouds

Data-management platforms (DMPs) are one of many new entities involved in data-driven digital marketing.

These services provide marketers with “centralized control of all of their audience and campaign data.” They do this by collecting and analyzing data about individuals from a wide variety of online and offline sources. This encompasses several levels of data categories: so-called “first-party data,” which comes from a customer’s own record, such as the use of a supermarket loyalty card, or their activities captured on a website, mobile phone, or wearable device; “second-party data,” which is information collected about a person by another company, such as an online publisher, and sold to others; and “third-party data,” which is drawn from thousands of sources, and can include demographic, financial, and other data-broker information, including race, ethnicity, and presence of children. All of this information can be matched to create highly granular “target audience segments” and to identify and target individuals “across third party ad networks and exchanges.” DMPs also “measure with accuracy which campaigns perform the best across segments and channels to refine media buys and ad creative over time.”

Developed by well-known companies such as Adobe, Oracle, Salesforce, Nielsen, and IBM, data marketing clouds are a one-stop shopping service, enabling marketers to integrate scores of different sources of consumer information about online and offline behaviors. There are a number of marketing clouds focused on the health market. These health marketing clouds offer practically unlimited access to health data that can be combined with consumer financial, health, family, and other information. Marketers can mix and match these data to build powerful profiles that can be used to target consumers in real time, whether on their mobile device or computer. For example, the Oracle Marketing Cloud for Life Sciences provides pharmaceutical and health services companies a hub that “allows companies to break through data, brand, and functional silos to provide a 360-degree view of their marketing efforts...reaching a company’s optimal consumers across all marketing channels.”

Oracle tells its health clients that it can help them “unify” their data to target the “right customers,” deliver “individualized” marketing content (“dynamic targeting and segmentation”) “across all channels” (such as Web, mobile, social, and email), and measure the results.

IMS Health’s Nexxus Commercial Application Suite provides “cloud-based applications for healthcare and life sciences that integrate sales and marketing activities across the ecosystem.” Its “IMS One Intelligent Cloud” integrates information from patients, pharmacists, insurance companies, and medical providers to help deliver multichannel marketing, sales, and other services. “Orchestrated Customer Engagement” (OCE), explains IMS, goes beyond targeting consumers and health professionals on all their devices and communications channels. With OCE, “sales, marketing and information technology are closely aligned,” with “near real time” integration of all the data available to help generate “predictive” insights.
target individuals who have a strong likelihood of being concerned about (or at risk for) a particular disease or medical condition. This is done by analyzing the behaviors of those people known to have, or to be at risk for, the disease, and then matching these detailed models with profiles of others in third-party databases, individuals who may not be associated with the disease but who exhibit the same set of behaviors as those who are.84

Data-marketing firms assure their clients that all of these classification and targeting tools are “HIPAA-compliant.” As Crossix’s promotional materials explain, for example, “At no time is an individual’s actual health data used in the application of the models for media targeting purposes.”85 However, it is clear that the use of Big-Data technologies and operations have made it possible for health marketers to determine—with an unprecedented degree of precision—an individual’s health status, risk level, propensity to disease, and medical concerns, and to identify, locate, and target that person, without ever needing access to any medical records.86

These practices are already being adapted for use with wearable devices. For example, Skyhook, a mobile-location digital marketing company, has developed personas, as part of its AdTech product line, to enable targeting of individuals who share similar characteristics or concerns, based on data points that include ethnicity, location, demographic, and behavioral data.87

**CONDITION TARGETING**

Similar practices are frequently employed by pharmaceutical companies and other health marketers to target individuals based on a particular disease or medical condition. So-called condition targeting has become a mainstay for the drug industry, enhanced and expanded in the digital era. The advertising network Adprime, for example, offers targeting of consumers based on such health issues as cancer, diabetes, heart disease, HIV/AIDS, mental health, and sleeping disorders. The company provides behavioral and script
Consumers are also increasingly turning to social media and online videos to seek health information and connect to individuals and groups with a similar concern or interest about a condition or product. Many of the most popular health-information services also provide their advertisers and corporate sponsors, such as pharmaceutical companies, with the latest digital marketing tools. For example, Vertical Health, which offers online health information on chronic pain, diabetes, thyroid conditions, mental health, and medications, and which counts major pharmaceutical brands among its clients, partners with leading providers and facilitators of online targeting, including Acxiom, AppNexus, Merkle, and Underscore.

Healthline, “the fastest growing consumer health information” site, recently received $95 million in equity funding to help it expand. With 22 million U.S. users every month, Healthline “offers medically reviewed clinical content that is authoritative, approachable and actionable.” Its partners include drugs.com, livestrong.com, BlackHealthMatters.com, EmpowerHER, and others. It promises “unmatched access to condition-specific Facebook communities,” tracking consumers when they go to Facebook from one of its sites.

Fitness apps and wearable devices are already integrated into the health-information marketplace. The “primary driver” of growth for the popular health-information site WebMD is now consumers using mobile devices to access its services. Its WebMD for the iPhone application offers a “health improvement program” that it calls “Healthy Targets.” The app gathers a person’s biometric data from activity trackers, glucose meters, wireless scales, and blood-pressure monitors.

**PROGRAMMATIC MARKETING**

One of many terms in the digital marketing industry that means something quite different from what it would appear to mean, programmatic marketing has nothing to do with advertising on television programs. Rather, it refers to new automated forms of ad buying and placement on digital media using
Computer programs (thus “programmatic”) and algorithmic processes to find and target a customer wherever she goes. The process can also involve real-time “auctions” that occur in milliseconds in order to “show an ad to a specific customer, in a specific context.” Many in the industry see programmatic marketing as the future of advertising, and it is already in use within the pharmaceutical and health sectors.24

Programmatic targeting for mobile devices has also grown in sophistication, and can combine data on an individual or demographic (cookie-based, offline data, purchase data, ethnicity, age, etc.), analyze “where people go”—physical world (location) data—and take advantage of a mobile device’s identifiers.25 Programmatic marketing relies on technologies that track and target consumers across many different digital platforms. Through a process of “cross-device recognition,” marketers can determine if the same person who is on a social network is also using a personal computer and later watching video on a mobile phone. Another recent marketing technology breakthrough is the ability to transform (the industry term is “onboard”) offline data into digital data-targeting profiles—such as cookies or mobile-device identifiers—to make advertising more personal and relevant.26 The practice facilitates differential treatment of various categories of consumers based on behavioral profile information. For example, some individuals will be offered rewards, discounts, or information; others might be viewed as having a low lifetime-revenue potential and given less favorable treatment or ignored entirely.27

GEOLOCATION AND GEO-MEDICAL TARGETING

Mobile devices continually send signals that enable advertisers (and others) to take advantage of an individual’s location—through the phone’s GPS (global positioning system), Wi-Fi, and Bluetooth communications. All of this can be done with increasing speed and efficiency. Online marketers have determined that, on average, people check their phones 150 times a day, and that 87 percent have such devices with them all day long, even while they sleep.28 Through a host of new location-targeting technologies, consumers can now be identified and targeted wherever they go, while driving a car, pulling into a mall, or shopping in a store.29 A complex and growing infrastructure of geo-location-based data-marketing services has emerged, with specialized mobile data firms,
machine-learning technologies, measurement companies, and new technical standards to facilitate on-the-go targeting. Google and Facebook, which often know the actual (“authenticated”) identity of their consumers, have expanded their use of location for ad targeting.

FitAd’s “mobile and wearable advertising platform” delivers targeted advertising to a “mobile audience of 50 million people, creating over 1 billion monthly screen views.” The data collection, targeting, and analytics features of its “PrecisionTap” system facilitate precise targeting based on a wide spectrum of demographic, socioeconomic, lifestyle, and location factors, including ethnicity, gender, age, household income, and ZIP code. Advertisers can target via five classes of “inventory”—“mind, body, life, sports and outdoor, and fuel”—to promote not only fitness and health brands, but also pharmaceuticals, amusement parks, and alcoholic beverages.

An entire industry has been developed to identify the characteristics of the places people visit—called “place data”—generating new insights to help companies more precisely reach their prospects. Place data can include the characteristics of a particular neighborhood, such as its ethnic/racial mix and income level, along with customer information from loyalty programs and online tracking. Neighborhoods and communities across the country have been digitally “sliced and diced” through the use of mapping and database software, creating geo-data-rich profiles. As consumers enter specific areas they can pass through a “geo-fence”—an invisible online perimeter that triggers ads and coupons to be delivered via mobile devices.

In the pharmaceutical and health sector, “geo-medical targeting” enables marketers to identify “highly concentrated areas of the country where diagnosed patients live” or where prescriptions for certain kinds of drugs are frequently written. Geo-medical marketers also use “HIPAA-compliant” medical and prescription-use information through the acquisition of “de-identified insurance claim data for patient diagnostic intelligence,” as well as data from area pharmacies. Such information, say digital pharma experts, powers geo-medical targeting to transform “direct to consumer advertising” into “direct to patient advertising.”

Geo-medical strategies reach beyond individual patients or consumers to involve a network of online health-service partners that provide information to both consumers and physicians. For example, one geo-medical marketing company works with “leading healthcare professional societies, associations, [and] consumer health sites,” including the American Academy of Family Physicians, American Diabetes Association, American Gastroenterological Association, the “Glucose Buddy” mobile app, FamilyDoctor.org, and many others. “Channels” are available to target consumer concerns about heart health, mental health, HIV/AIDS, diabetes, and conditions related to “women and mothers.”

Pharma companies are also using hyper-targeting techniques to reach and engage consumers when they are viewing particular kinds of content online or on their mobile phones (described as “contextual targeting on steroids”). Using programmatic, real-time data-exchange operations, marketers can reach individuals “at the most ideal time because the consumer is actively engaged with the topic at hand.” One hyper-targeting company, PageScience, for example, “delivers targeted branding to patients as they research symptoms across hundreds of premium sites before and after their doctor visit.” Through its “PageMatch,” the company “scores 100 million pages a week and continuously ranks pages across premium domains in a proprietary data warehouse. It provides continuous data on availability by physical condition.” Pharmaceutical marketers engaged in hyper-targeting claim that the practice protects privacy because it does not involve the use of cookies to identify and track individuals. However, their promotional materials also claim that it is “more effective and precise than cookie targeting.”
Health Wearable Devices in the Big Data Era: Ensuring Privacy, Security, and Consumer Protection

### Hyper-targeted Mobile Marketing

Hyper-targeted mobile marketing is expanding into doctor's offices, as part of an emerging “point-of-care” strategy that is comparable to “point-of-sale” digital marketing of consumer goods in the retail industry. Beacons, small devices that send signals to individual mobile phones in close range, are being used for the “delivery of dynamic, data-driven, and relevant mobile engagement experiences for patients and advertisers...” The Health Media Network (HMN) is “one of the fastest growing digital Point of Care media companies in the U.S., providing education and health content in physician waiting rooms.” HMN is now deploying beacons at more than 12,000 provider locations, enabling pharmaceutical marketers, consumer packaged goods, and other health-oriented products and services to “leverage the power of targeted messaging...

The leading U.S pharmacy chains have expanded their use of digital marketing techniques to reach and engage customers and to tap into new sources of data. Health and fitness wearables figure prominently in their operations. For example, Walgreens, which operates more than 8,000 retail drugstores in the 50 states, offers a “Balance Rewards” program in which customers earn points when they buy prescriptions and other products. Through Walgreens’ partnership with companies such as Fitbit, Jawbone, MyFitness Pal, Google Fit, and Runkeeper, customers can also be rewarded when they “track their healthy habits,” such as walking, managing their weight, or monitoring their blood pressure. Walgreens has incorporated WebMD’s iPhone app into the Balance Rewards program, along with WebMD's “Healthy Target” system, which enables customers to connect their activity tracker and health devices so they can see all of their data. They can use the “symptom checker” to research conditions and medications. While “getting rewarded for making healthy choices," users also receive “WebMD contextual content and insights.” Other companies that partner with the Balance Rewards program include pharmaceutical and health services companies Roche and Johnson &
Johnson, as well as game maker Atari’s Fit app; Sqord, a fitness tracker for children; and Glow, a fertility tracker. Walgreens works with mobile-coupon-technology company Quotient, which offers a wide range of data analytics and profiling tools to its clients.

**“WEARABLE ADS” AND PERSONALIZED PUSH MESSAGES**

In addition to the growing toolbox of data collection, analysis, and targeting techniques currently in use throughout the digital marketing ecosystem, wearable technologies are expected to introduce a new generation of practices designed specifically for these devices. “Wearable ads” on smartwatches are predicted to generate more than $68 million in ad revenues by 2019 (up from $1.5 million today). The appeal of targeting a person’s wrist, explained Greg Ratner, head of technology at brand agency Deep Focus in New York, is that it enables “advertisers to grab consumers’ attention immediately, no matter what they are doing. And it’s not just about screen space. Extra sensors that collect data such as the pulse, movements and even skin temperature could help marketers better target their ads. ‘Is this person awake?’ ‘Is that a good time to interact with that user at all, or should we wait for a different time to engage with them?’ All that is just additional context to help us connect the brands with the users at the right moment.”

“Your watch,” explained a recent marketing report, “goes absolutely everywhere you do—the restroom, the gym, your morning run, shopping, and it’s there even when you’re sleeping. When you’re on the go you may sometimes forget your phone, but it’s hard to forget your watch when it’s strapped to your wrist. Such rich location data is powerful for advertisers. Stores could leverage previous shopping data to prompt consumers towards a portion of the store that needs more foot traffic or is home to higher priced goods...” At a recent marketing event, leading data-focused marketing-technology company Adobe projected that smart watches will be particularly effective vehicles for delivering “hyper-relevant push messages,” using streaming video.

By 2015, over 500 million of a total 1.4 billion smartphone users worldwide will be using mobile Health apps. And by 2018, 50 percent of the 3.4 billion mobile device users will have downloaded mobile Health apps. The mobile Health global market is projected to reach $49.12 billion by 2020.
VIRTUAL PERSONAL “(AD)SISTANTS”

iPhone owners are already familiar with “Siri,” Apple’s built-in, voice-controlled virtual personal assistant, which helps users surf the Web, navigate a map, or select a piece of music to play from their iTunes app. Leading digital marketers and health companies are working on a number of initiatives using artificial intelligence, deep learning, and natural-language processing to develop virtual personal assistants, designed to automate consumer decision making about which products and services to use. In the wearables market, many of these commercial functionalities are likely to be merged with other health and wellness features.

Watson Ads will be able to interact with consumers while also helping marketers “uncover consumer and product insights faster than ever before”

For example, Under Armour’s “UA Record” app, which was launched in 2015, incorporates a “Cognitive Coaching System” powered by IBM’s Watson natural-language-processing and machine-learning system. Promising to “transform athlete engagement and motivation,” the UA App will use Watson’s “ability to tap into users’ behavioral and performance trends tracked... [by its] mobile apps and fitness-tracking devices [and] customize programs.”

UA Record does not currently run ads, though other fitness apps owned by Under Armour (including MapMyFitness) do. However, it is noteworthy that the same IBM system that powers the personal coaching function on the UA Record is also being harnessed for advertising and marketing uses. In June 2016, IBM announced “Watson Ads,” an “advertising solution that can create a one-to-one connection with the consumer, that can be personal, relevant and valuable; and can scale across millions of interactions and touchpoints.” Watson Ads will be able to interact with consumers and answer their questions, while also helping marketers “uncover consumer and product insights faster than ever before, revealing connections previously invisible to human data scientists.”

In the wearables market, many of these commercial functionalities are likely to be merged with other health and wellness features.

“HAPTIC ADS” AND “EMOTION CHIPS”

Wearable devices are able to capture and use new kinds of information from consumers that were not readily accessible in the past. Biosensors can determine mood and emotional states, for example, and both respond to and trigger physical sensations through haptic technologies. Haptic notifications are already in use on smart watches; without looking at the watch screen, one can feel the subtle tap on the wrist signifying a phone call or text message. These capabilities offer an entire new range of marketing possibilities. “Touch is at the heart of the most powerful experiences,” explains mobile ad company Immersion. Its trademarked TouchSense technology extends “the power of touch to the digital world” so that gamers can “feel the G-forces applied to a car around an S curve” and “movie watchers feel the percussion of an explosion.” The company also “helps brands harness the power of touch” to “create highly immersive experiences that improve engagement and profitability.” By using the company’s TouchSense Haptic Enabling Kit, marketers can develop “powerful brand” tactile experiences for their wearable and other device campaigns. The “Interactive Alerts Framework,” explains the company, “gives you complete control over
every pulse, flutter, and tap of the device actuator.” Working with data-targeting partners to deliver haptic ads, “brands can creatively connect with users, enhancing ad recall, strengthening brand impressions, and improving click-through rates.”

“Emotion chips,” which once were confined to science fiction, are also considered one of the next frontiers of wearable digital marketing. In the near future, explained an online video from an MIT commercial spin-off, “all our devices will have an emotion chip embedded in them,” a feature expected to interface particularly well with the rapidly developing Internet of Things commercial landscape. The “emotion chip would have an optical sensor and perhaps other sensors as well that can read your emotions—your facial expressions, your tone of voice, your physiology. These small chips would passively collect data about your emotional state, ...leveraging machine learning on [the] device or in the cloud to make real-time inferences about your emotions—for example, when a device knows that you’re stressed it can modify its behavior to handle that.” Marketers and others will be able to take advantage of this chip to “measure a user or crowd’s emotions and respond in real time,” combining it with new forms of analytics “collected on individuals’ emotional responses” to “help make better decisions faster.”

TOWARD A FULLY INTEGRATED DIGITAL CONSUMER-HEALTH MARKETPLACE

A former executive from Oracle recently described the following scenario to illustrate how wearables will likely be integrated into people’s daily lives in the coming years:

In the future, your smartwatch will instantly access your medical records, diet and training logs, then sync them with sensors in the supermarket and mall to provide real-time shopping and health advice. Your smart shoes and biometric shirts will remind you to straighten your posture, hydrate and run and walk with correct form to protect your back and knees. A smart bandage will tell diabetics when their blood sugar is running low. Haptic technology will give you intimacy at a distance; when your wife on the phone 1,000 miles away squeezes her Fitbit, your Under Armour will tighten up.

As the connected-health marketplace continues to expand, wearables, mobile health apps, and other digital devices will interconnect with drugstore loyalty cards, mobile payments, and other commercial applications, not only co-existing but also communicating with each other on a regular basis.

The same tools we use to track our activity and monitor our bodily functions will also serve as highly personalized commercial targeting systems, delivering emotional appeals that are tailored to our unique behaviors, vulnerabilities, and fears, and reaching and engaging us wherever we are or whatever we’re doing, even in the most intimate of personal spaces. So, for example, when a woman steps on the scale in her bathroom, discovering to her dismay that she has gained a few pounds, her smart watch could immediately target her with a compelling and clever ad—often disguised as entertaining “content”—promoting a weight-loss drug or an interactive “bot” to serve as her personal fitness coach. Such possibilities are not as far-fetched as they may seem; they are very real extensions of current data-driven marketing practices, as consumers are increasingly targeted in grocery store aisles through their mobile phones and delivered hyper-targeted advertising near the point of purchase or through personalized billboard ads, a scenario featured in the 2002 film *Minority Report.*

The degree to which users of wearable devices will be able to make informed privacy decisions—and exercise meaningful control over their personal data—will ultimately depend on the effectiveness of government and self-regulatory policies. As we explain in the following section, however, none of these systems, in their current state, provides adequate safeguards to patients or consumers in the Big-Data era.
During the 1970s, an era of mainframe computers, the U.S. played an important leadership role in formulating the concept of “Fair Information Practices,” which was subsequently embraced and developed further by the Organization for Economic Cooperation and Development (OECD).\textsuperscript{137} Ironically, though the U.S. led the way in articulating and promoting strong principles for protecting individual privacy—including passage of the Privacy Act of 1974, which protects people from government violation of personal privacy—it has fallen behind other countries in embracing all of those principles through laws.\textsuperscript{138} As a consequence, observes privacy scholar Deborah Hurley, “Americans have less protection for their personal data than people in many other nations.”\textsuperscript{139}
Many of the major players involved in health marketing, such as data brokers, aggregators, ad agencies, data-management platforms, and marketing clouds, fall outside of HIPAA’s coverage. Data can easily flow in and out of this HIPAA-free zone, and personal data that have been “anonymized” can be “de-anonymized easily.”

As law professor Nicolas Terry observes, much of the information that makes up the health profile of an individual is “medically-inflected data,” increasingly generated through mobile health apps, wellness devices, and connected domestic appliances. “In short,” Terry explains, “big data can produce basically unprotected patient-level data that will serve as an effective proxy for HIPAA-protected data.”

Though there is a general consensus around “health privacy exceptionalism”—that information about a person’s health status deserves a higher level of privacy protection than most other information—citizens and consumers are left without effective safeguards in place.

Health wearables, mobile apps, fitness trackers, smart watches, clothing, and similar consumer products are also outside of HIPAA’s scope, except in very limited instances (such as when a device delivers patient information directly to a doctor or hospital.) This gap in coverage was underscored in a July 2016 report by the Department of Health and Human Services, the federal agency responsible for implementing HIPAA regulations. The report acknowledged that a growing range of business entities, devices, and technologies that “collect, share, and use health information” are not covered by the law. These include not only “smart phones and other mobile devices,” but also “peer health communities, online health management tools, and other elements used by individuals to manage and monitor their own health.”

In contrast to the European Union, where privacy is encoded in law as a fundamental right and where robust data-protection laws have been enacted, privacy regulation in the U.S. is sectorial, with separate laws for different types of information, users, and situations, such as financial, student, or medical privacy. Privacy laws governing health information are limited and fragmented, with significant gaps in coverage. For example, HIPAA’s primary purpose is to ensure the flow of information throughout the health-care system. More appropriately labeled a “confidentiality rule,” it does little to put limits on the aggregation and analysis of health-related data.

Limited HIPAA Protections

Limited HIPAA Protections
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Health Wearable Devices in the Big Data Era: Ensuring Privacy, Security, and Consumer Protection

Commission's involvement in digital privacy began in the 1990s, during the early commercialization of the Internet, amid rising public concerns over data collection. Through a series of public workshops with industry, consumer groups, academics, and other stakeholders, the agency developed its basic framework for online privacy protection, which has remained in place for the last two decades. The FTC's approach to digital privacy is based primarily on its statutory authority to regulate "unfair and deceptive" commercial practices. As a practical matter, its privacy framework has relied on a practice

and websites used to generate information for research." Many of these "non-covered entities" (NCEs), explained the report, have "large gaps in policies around access, security, and privacy." However, while concluding that "our laws and regulations have not kept pace with these new technologies," the report fell short of making any substantive recommendations for strengthening health and medical privacy. 147

**FDA'S PRIVACY LIMITATIONS**

**Nor is the FDA** — the federal agency that regulates pharmaceuticals, over-the-counter (OTC) drugs, and medical devices—a reliable guardian of health-wearable user privacy. While it has jurisdiction over some devices that are used to diagnose and treat diseases, it is concerned primarily with their safety, reliability, and security. The FDA recently concluded a proceeding that considered whether it should regulate health and wellness wearables. The technology industry—including prominent companies such as Samsung and trade groups like the Consumer Technology Association and Telecommunications Industry Association—strongly lobbied against such an expansion, arguing, for example, that a wearable device for tracking mood—something "similar to a 'mood ring,'" according to one filing—should be classified as a "general wellness" product along with "devices that support smoking cessation and those meant to prevent injury." 148 The FDA issued final guidance on the issue in July 2016, confirming its decision to take "a hands-off approach to the regulation of low risk general wellness products." 149 But even if it had chosen to include such devices within its jurisdiction, the agency has neither authority nor expertise to address the commercial data collection and privacy practices related to their use.

**FTC'S LIMITED AUTHORITY**

**The Federal Trade Commission** is a key government agency with responsibility to protect consumer privacy online. 150 The
known as “notice and choice.” Under this system, websites, mobile operators, and other digital media companies post privacy policies informing consumers of the nature and extent of data collection. The agency can take enforcement actions against companies that violate their own privacy policies or terms of service, or in other ways deceive consumers. However, the FTC lacks the statutory power to develop, implement, and enforce broad privacy rules except in very specific areas where Congress has granted it explicit authority to do so. Despite its limited powers, the FTC does have a set of regulatory tools that it uses to address the rapidly expanding data-driven digital marketing system. It has conducted numerous public hearings with a variety of stakeholders, commissioned research, hired technologists, and taken enforcement action against so-called “bad actors,” including some of the largest players in the digital media industry. It has also served as a bully pulpit, calling attention to a wide range of problematic practices and trends.

In the past several years, the FTC has issued a series of reports focused on recent changes in digital marketing practices, including how companies should handle personal health information, which the agency classifies as “sensitive,” along with financial data, geolocation data, Social Security numbers, and information collected from children. For example, its 2009 staff report on online behavioral advertising noted “the heightened privacy concerns raised by the collection and use of consumers’ sensitive data,” urging companies to obtain “affirmative express consent before collecting such data for behavioral advertising.” The full

The FTC lacks the statutory power to develop, implement, and enforce broad privacy rules except in very specific areas

Timeline of FTC Work on Health Privacy

Jan 2011
Issues advice on medical ID theft.

May 2014
Holds workshop on “Consumer Generated and Controlled Health Data.”

January 2015

April 2015
Issues tips for businesses that use consumer health data:

March 2016
Testifies in Congress on “Opportunities and Challenges in Advancing Health Information Technology.”

April 2016
FTC releases new guidance for developers of mobile health apps.

May 2016
FTC continues to address health data security via settlement of case.

June 2016
Electronic health records company settles FTC charges it deceived consumers about privacy of doctor reviews.
commission reiterated this position in its subsequent 2012 report, “Protecting Consumer Privacy in an Era of Rapid Change.”

In 2014, the FTC convened academic experts, government agencies, NGOs, and industry representatives for a workshop on “Consumer Generated and Controlled Health Data” (CGHD), releasing its own in-house analysis of 12 mobile health and fitness apps, which revealed widespread dissemination of app data—including user names, real names, email addresses, medical-symptom searches, ZIP codes, geolocation, and gender—to third parties. Its 2015 report on the Internet of Things identified a number of challenges that this new generation of “smart” objects pose to consumer privacy, and offered recommendations for how companies could address them. Most recently, the FTC collaborated with the FDA and HHS’s Office of the National Coordinator for Health IT to release an interactive tool and legal primer for health-related mobile app developers. While all of these workshops, reports, and educational materials have been useful in fostering consensus, informing stakeholders on important issues and promoting best practices, the agency can only make recommendations in the form of “guidance” to industry, which has no legal obligation to adopt them.

In those cases where it has been granted rulemaking authority by Congress, the FTC has been able to develop, implement, and enforce stronger regulations. For example, the Children’s Online Privacy Protection Act (COPPA), which was enacted in 1998, requires commercial websites and other digital media that target children under 13 to limit the collection of personal information; mandates a mechanism for parental involvement; and places obligations on companies for adequate disclosure and protection of data. The FTC is charged with developing regulations for implementing COPPA, investigating and fining companies that violate its provisions, and conducting periodic reviews of the regulations to ensure they remain up to date. More recently, passage of the American Recovery and Reinvestment Act in 2009 granted the agency authority to conduct some limited regulation of health privacy. Its Health Breach Notification Rule sets out specific steps that vendors and “related entities” must take in the event of a data breach, including instructions for when and how to notify consumers, as well as cases in which notices to the media may also be required. However, while some health wearables that meet the criteria outlined in the regulation would be subject to these requirements, the rule is narrow in scope, applying only to breaches and not to the uses of health data collected by these devices.

The FTC has recently used its enforcement powers to crack down on mobile health apps that engage in deceptive practices. In February 2015, the commission negotiated two separate settlement agreements with marketers accused of deceptively claiming that their mobile apps were able to detect symptoms of melanoma, even in its early stages. The companies operating the apps—MelApp and Mole Detective—signed agreements that forbade them from continuing to make such unsupported health claims about their products.

Legal scholars Daniel J. Solove and Woodrow Hartzog argue that “through a common-law-like process, the FTC’s actions have developed into a rich jurisprudence that is effectively the law of the land for businesses that deal in personal information.” They suggest that its existing approach could develop into “a robust privacy regulatory regime, one that focuses on consumer expectations of privacy, extends far beyond privacy policies, and involves a full suite of substantive rules that exist independently from a company’s privacy representations.” However, while the agency has made some progress in its ongoing efforts to address the challenges of the Big Data era, we do not hold as optimistic a view of its current powers and potential future role. Because of its narrow jurisdiction, lack of rulemaking ability, and limited regulatory resources, the agency is ill-equipped to provide the kinds of comprehensive and granular rules that would be necessary to protect consumers, not only in the health and wearables industry, but also in the larger digital marketplace. This reality
was underscored by FTC Chairwoman Edith Ramirez’s revelation of her own approach to health wearables. Speaking at the 2016 Consumer Electronics Show in Las Vegas, Ramirez acknowledged that she prefers to use a non-Internet-connected pedometer to track her exercise activity, and has refrained from getting a Fitbit because of her privacy fears over data mining of sensitive health information.

The Federal Communications Commission has primary jurisdiction over broadband Internet access service companies, the phone and cable companies that supply the majority of high-speed Internet connections. In October 2016, the FCC issued privacy rules for ISPs that classify important categories of information as “sensitive,” including mobile app, search engine, and health data. Before broadband network companies can gather this data for commercial purposes, they have to obtain prior consent (opt-in). This policy will not go into effect until late 2017, and it is too early to know how it will affect health privacy on the Internet.

**OBSTACLES TO PRIVACY LEGISLATION**

Although there has been a growing recognition that the U.S. should enact national privacy legislation to address the growth of digital data collection, none of the recent proposals has been successful. One of the latest attempts came from the White House, which in 2012 called for the enactment of privacy legislation based on a proposed Consumer Privacy Bill of Rights. The effort was aimed at providing a “comprehensive blueprint to improve consumers’ privacy protections,” while at the same time ensuring that “the Internet remains an engine for innovation and economic growth.” However, many U.S. consumer and privacy groups, viewing the proposal as inadequate, were highly critical of it. Industry was also unhappy with the proposed bill, calling it “regulatory overreach.” Efforts to promote technical consumer-privacy solutions, such as a “Do Not Track” regime, have also failed to gain widespread industry support.
Trade groups and industry-supported nonprofits have developed a number of guidelines, codes of conduct, principles, and best practices for addressing privacy and marketing in digital media. Taken together, these various programs offer a patchwork of competing and sometimes overlapping approaches. All rely on the prevailing notice-and-choice model, claiming to give individuals control over their own personal data, and assuring them that data-collection practices are primarily intended to enhance the consumer experience in a privacy-friendly manner. However, most of the guidelines employ vague and complex language that does not accurately describe either the actual commercial operations or their impacts. Terminology such as “interest-based advertising,” for example, obscures the nature and extent of data collection, analysis, and personalized targeting that these techniques actually entail. While some guidelines acknowledge that sensitive data should be better protected or respected, that concept is either poorly defined or limited to very narrow categories of information. Little is said about how consumer information may be combined with other data—including those involving finances, health concerns, race/ethnicity, and location—or how data profiles can be used to track and target consumers for advertising on various platforms.
to its principles, and to include a “prominent” notice on each page of their online content where “interest-based” ad data are gathered. The primary form of disclosure is through an “AdChoices” tag or some other visible link, giving consumers an opportunity to “opt out” of having their online information collected for marketing purposes. The ability of consumers to make their own decisions prior to any data collection, known as opt-in, is available under limited circumstances, such as when sensitive data or actual geo-location is to be gathered. However, sensitive data under the DAA rules are limited to a narrow set of obvious categories, such as “financial account [and] Social Security numbers, pharmaceutical prescriptions, or medical records about a specific individual.”173 As a consequence many of the health-marketing practices that DAA member companies employ would not trigger any special requirements for handling sensitive information.174

**NETWORK ADVERTISING INITIATIVE**

The Network Advertising Initiative (NAI) represents a smaller sector of the digital marketing industry, principally those companies engaged in forms of “Interest-based Advertising” (IBA—but better known as behavioral marketing). The NAI (which is also a member of the DAA) revised its Code of Conduct in 2013 to include a variety of medically related conditions, and further updated the code in 2015.175 It identifies as sensitive data “information about any past, present or potential future health or medical conditions or treatments, including genetic, genomic, and family medical history, based on, obtained, or derived from pharmaceutical prescriptions or medical records, or similar health or medical sources that provide actual knowledge of a condition or treatment (the source is sensitive).” Under its framework, opt-in consent is required for so-called interest-based advertising to occur in connection with a number of health-information categories, including “all types of cancer, mental health-related conditions, and sexually transmitted diseases.”176

**DIGITAL ADVERTISING ALLIANCE**

The Digital Advertising Alliance (DAA) is considered the leading umbrella trade group administrating self-regulation of data collection and its use in online advertising. It includes the most powerful organizations in the ad industry (e.g., the American Association of Advertising Agencies, American Advertising Federation, Association of National Advertisers, Council of Better Business Bureaus, Direct Marketing Association, and the Interactive Advertising Bureau). It has issued several recent guidance documents and tools.172

The DAA’s main approach to protecting privacy is to require its members to adhere

---

**We have identified** five organizations that are directly or indirectly addressing the data-collection and marketing practices involving wearables, mobile health apps, and other Internet-connected devices, as discussed below.171

---
But the determination of whether certain other conditions should be treated as “sensitive,” according to the NAI, “can be subjective.” Before gathering data and delivering ads for health marketing, NAI members are to take into consideration “the seriousness of the condition, its prevalence, whether it is something that an average person would consider to be particularly private in nature, and whether it is treated by over-the-counter or prescription medications, and whether it can be treated by modifications in lifestyle as opposed to medical intervention.” Under this framework, the NAI classifies high blood pressure, cholesterol management, cold, flu, and heartburn as medical conditions that do not require prior consent. The code also stipulates that “interest in diet and exercise,” as well as the use of vitamins and supplements, do not trigger any prior authorization. According to the organization’s health transparency requirement, consumers should be able to discover why they are being targeted by behavioral health ads when opt-in consent is not required. But the guidelines offer various options for providing this information that could allow companies to place their disclosures in very fine print.

CONSUMER TECHNOLOGY ASSOCIATION

The Consumer Technology Association (CTA)—formerly the Consumer Electronics Association—is the trade group best known for its yearly convention in Las Vegas, showcasing the latest technology products on the market. Among its more than 2,200 members is a wide spectrum of high-tech manufacturers and digital media companies, including Google, Facebook, and Apple. Board members of its Health and Fitness Technology Division include Fitbit, AT&T, Qualcomm, Misfit, Walgreens, and Validic, among others.

CTA issued its “Guiding Principles on the Privacy and Security of Personal Wellness Data” in October 2015, including a set of voluntary “baseline recommendations” for the “health and fitness wearable ecosystem.” The five-page document describes “personal
wellness data” as information “that a company collects, stores, or uses about an identified user through a device, software, or service that is primarily used to collect wellness data.” CTA recommends that companies should “reflect broadly recognized fair information practice principles” and also have a “clear and easily understood written policy for collecting, storing, using, and transferring personal wellness data.” The principles endorse an “opt-out” system for “tailored advertising (behavioral and data-driven targeting) “based on [the] user’s personal wellness data.” Before personal wellness data can be transferred to “unaffiliated third parties,” companies should obtain “affirmative consent.” However, if data have been “reasonably de-identified,” the principles do not apply. The document does not suggest or require any standards for effective de-identification, leaving it entirely up to individual companies to undertake such processes, with no requirement for any explanation to their consumers. Finally, the principles clearly state that they are only intended to serve as guidelines for CTA members, and that companies “will have flexibility on how to implement them according to their own unique products and offerings.” There is no enforcement or oversight mechanism to ensure compliance.

**FUTURE OF PRIVACY FORUM**

The Future of Privacy Forum (FPF) is a nonprofit think tank primarily supported by many of the leading digital marketing and data companies, including those involved in health-related marketing (such as Google, Facebook, IMS Health, and MaxPoint). FPF has established a “consumer wellness and wearables working group” tasked with developing industry guidance. Its “Best Practices for Consumer Wearables and Wellness Apps & Devices” were released in August 2016, offering what it characterizes as “a baseline of responsible practices” for the industry.

The guidelines spell out a list of technical terms and definitions for determining which kinds of data are protected, and what practices companies should use in dealing with that information. However, when closely analyzed, many of the terms and practices are ambiguous and imprecise. For example, the document defines “covered data” as data collected for “non-medical lifestyle or wellness purposes,” including “personal information” gathered on an individual by a “sensor-enabled device, app, or service,” as well as “data that a user directly inputs.” But without actually stating what constitutes “non-medical lifestyle wellness purposes,” the guidelines could permit collection of a wide range of information identifying a person’s health or medical status. The guidelines do not define the term “personal information,” nor is there mention of such technologies as “unique identifiers,” which enable companies to target individuals regardless of whether they know their name or the device they use.

The notice-and-choice model forms the basis of the FPF framework, which includes not only the use of privacy policies, but also various kinds of “enhanced notice” for soliciting “express consent” from a consumer before certain data-use applications can begin. But these processes are not entirely clear, allowing companies extremely wide latitude in how to offer and implement the provisions. For example, “covered data” can be sold to or shared with third parties by obtaining consent in several ways, including “at the point of sharing, as part of the download or installation flow,” and also “via a separate process” that is not defined. The guidelines also allow marketers and app or device companies to employ these same mechanisms to get customers to opt in to collection and use of personal information related to “employment eligibility; promotion or retention; credit eligibility; healthcare treatment eligibility, insurance eligibility, underwriting, and pricing.” While these requirements for “enhanced notice” and “meaningful consent” appear to provide strong safeguards, their actual implementation could result in practices that prompt consumers at any moment during their interactions with a device or app, providing easy mechanisms for giving their consent and facilitating ongoing data collection of their personal information for a variety of purposes.
The organization can be commended for taking a strong position in its “ban on sharing with data brokers, information resellers, and ad networks.” However, this prohibition may not be able to address the many ways that data are shared among various players in today’s Big-Data marketing ecosystem. Consumer data have become so valuable that, rather than selling that information to data brokers or ad networks, wearable companies will either be part of large digital marketing operations, or create their own ad networks and buy data themselves from marketing clouds to enhance consumer profiles in order to engage in targeted marketing.

Finally, while FPF includes directives for what companies “must” or are “required” to do, unlike membership-based self-regulatory organizations its function is only “to provide guidance” to industry, allowing significant leeway in how to interpret the recommendations.

ONLINE TRUST ALLIANCE

The Online Trust Alliance (OTA) is a non-profit association representing more than 100 companies, whose mission is “to enhance online trust and empower users, while promoting innovation and the vitality of the internet” by developing “best practices, resources and guidance to help enhance online safety, data security, privacy and brand protection.” The OTA released its Internet of Things “Trust Framework” in December 2015, which continues to be revised. The framework lays out 31 principles that should guide the development of health and fitness wearables as well as connected-home services. The framework is a “code of conduct” that primarily addresses security and privacy concerns. In contrast to most self-regulatory organizations, OTA raises serious concerns about what it describes as the “Internet of Things Time Bomb” and the “Wild West” environment in which the IoT is evolving. In accompanying materials, the OTA acknowledges that at the top of its list of “challenges” posed by the IoT ecosystem are the "highly personal, dynamic, persistent..."
collection and transfer of data"; the "combination of devices, apps, platforms and services"; "lack of defined standards"; and the system's multiple "data flows, touchpoints and disclosures." OTA says that "users are opening themselves up to all sorts of risks; both today and during the lifecycle of the connected device, app or service; the risk is amplified with every device connected; [there is] sharing with unknown/undisclosed parties; and it may be benign today, but harmful tomorrow."191

The OTA framework recommends that IoT device companies "[o]nly share consumers’ personal data with third parties with consumers’ affirmative consent," and that they ensure that privacy policies are "easily discoverable, clear and readily available for review prior to purchase, activation, download or enrollment." A company should also "conspicuously disclose in its privacy policy how all personally identifiable and sensitive data types and attributes are collected and used." Consumers should be provided the ability to "delete, or make anonymous personal or sensitive data stored on company servers," including if they lose, sell, or discontinue use of the device.192 OTA has created a "voluntary code of conduct and minimum baseline requirements" for IoT products and services that will form the basis of "future certification programs" by the group. Additionally, the Obama administration has been working with industry to create a "Cybersecurity Assurance Program" to test and certify IoT devices.193

**LACK OF MEANINGFUL ENFORCEMENT AND OVERSIGHT**

While some of these current and proposed self-regulatory programs offer responsible business practices for the health wearables marketplace, their biggest weakness is that they do not provide any meaningful system of independent accountability. The mechanisms that are in place for oversight and enforcement are primarily conducted by the trade groups themselves, their partners, or individual companies.194 Though both the major digital advertising trade groups, DAA and NAI, have programs for monitoring and enforcing their respective codes of conduct, neither appears to engage in comprehensive or systematic oversight. For example, the DAA’s enforcement organization, operated by its partner, the Better Business Bureau, recently reprimanded one of these companies operating a mobile health app, requiring it to make changes in its privacy policy, including real-time notice of data collection and an opportunity for users to opt out.

**Mechanisms that are in place for oversight and enforcement are primarily conducted by the trade groups themselves**

But even with the addition of these enhanced forms of notice and choice, consumers would need to know much more about how a given health app really works (including whether it uses sponsored content from health companies, for example) to be able to exercise an informed decision under the DAA process.195

Most of the industry guidelines have been carefully written in ways that do not challenge many of the prevailing (and problematic) business practices employed by their own members, including real-time data analysis and targeting, machine learning and predictive analytics, lookalike modeling, scoring, and loyalty programs such as e-coupons. Thus, while self-regulation may have succeeded in thwarting efforts to institute government regulations, it has failed to provide effective consumer privacy protections, and for that reason has been strongly criticized by consumer and privacy advocates.196
Technology experts envision a not-too-distant future in which health and wellness devices—along with an array of next-generation Internet-connected sensors—will be fully integrated into the growing connected-health system. Mobile apps and other digital tools will guide a patient through preparation and recovery from hip surgery, “analyze her daily walking patterns, provide predictive analytics on her recovery time, and engage her in physical therapy sessions.” These personal digital devices will not only track a person’s behaviors, but also “diagnose health problems as they occur and dispatch medical care without human intervention.” Wearables will become part of an all-encompassing digital environment in which our personal health behaviors and bodily functions will be continuously monitored, a system made even more powerful by an automatic and instantaneous Internet of Things that utilizes a new generation of sensors embedded in the objects and tools we use every day. These devices will become a fundamental part of our everyday experiences as we continue to adapt to the now-ubiquitous presence of digital technology in our lives.
These new digital tools hold the promise of many health benefits, but the growth of the “wearables ecosystem” also raises a number of risks enabling people to take more control of their own health-related behaviors. “Inequality related to race, ethnicity, and socioeconomic status is one of our nation’s most vexing problems,” explained a report by the Department of Health and Human Services, “and it affects health status, access to health care, and health care quality.” The agency is promoting public and private initiatives to connect low-income, minority, and other at-risk communities to digital technologies, which it sees as a key strategy for addressing these challenges.

But the growth of the “wearables ecosystem” also raises a number of risks. The flow of user-generated and biologically derived information that these devices track will be fed through a vast Big-Data network composed of hospitals, pharmaceutical companies, consumer product goods and services companies, retail stores, and many other players both within and outside the increasingly porous connected-health system. This information will be combined with millions of data points gathered from a myriad of additional sources, including public and commercial databases and data-management firms. The risks extend beyond threats to individual privacy. Algorithmic classification systems could enable profiling and discrimination—based on ethnicity, age, gender, medical condition, and other information—across a spectrum of fields, such as employment, education, insurance, finance, criminal justice, and social services, affecting not only individuals but also groups and society at large.

Without question, these new digital tools hold the promise of many benefits—empowering individuals and enhancing their health and well-being, improving the practice of medicine, and contributing more broadly to scientific research and public health. Wearable devices could also play an important role in reducing health disparities, by facilitating access to medical treatment and
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(NTIA), finding that “Americans are increasingly concerned about online security and privacy at a time when data breaches, cybersecurity incidents, and controversies over the privacy of online services have become more prominent. These concerns are prompting some Americans to limit their online activity.”

But it will be increasingly difficult to “opt out” of using fitness devices or mobile health apps, especially as they become further integrated into the ways we engage with medical practitioners, employers, hospitals, and other institutions. There will be incentives to use them, and many people may soon find that they cannot live without them. Even as their interactions with these digital tools become normalized and routine, however, people will not know the full nature and extent of the data collected, how they are used, and to whom that information flows. Industry plans for harnessing wearables and other connected devices for advertising purposes also raise the specter of a flood of ubiquitous, intrusive, and manipulative marketing techniques—often woven seamlessly into information and entertainment content across our digital devices and screens—that will be impossible to escape.

It is precisely because this market is in a fluid stage of innovation and growth that it is so urgent to institute clear ground rules that will guarantee that the benefits to individuals and the larger society are maximized while the risks are minimized.

A WINDOW OF OPPORTUNITY

Fortunately, because this market is still being developed, we have the opportunity to build meaningful, effective, and enforceable safeguards into its foundation. Everyone in our society should be able to reap the benefits of the Big-Data era without further eroding their privacy and security, or subjecting themselves to manipulative and intrusive marketing.

Some industry organizations have argued that it is too early to develop public policies for the emerging wearables market. For example, the Future of Privacy Forum’s “Practical Privacy Paradigm for Wearables” warned that “Premature regulation at an early stage in wearable technological development may freeze or warp the technology before it achieves its potential, and may not be able to account for technologies still to come.”

research documents that this is not the case. As a 2015 survey by the University of Pennsylvania’s Annenberg School for Communication found, “Contrary to the claim that a majority of Americans consent to discounts because the commercial benefits are worth the costs, our study suggests a new explanation for what has thus far been misconstrued as ‘tradeoff’ behavior in the digital world: a large pool of Americans feel resigned to the inevitability of surveillance and the power of marketers to harvest their data.”

Recent surveys have already documented a growing frustration, mistrust, and cynicism among the public about the pervasive data collection in their digital lives. While the online industry argues that consumers have willingly accepted the need to give up their personal information in exchange for participation in digital culture, independent research documents that this is not the case.
Key findings from the 2015 University of Pennsylvania’s Annenberg School for Communication Survey: 

49% of American adults who use the internet believe (incorrectly) that by law a supermarket must obtain a person’s permission before selling information about that person’s food purchases to other companies.

69% do not know that a pharmacy does not legally need a person’s permission to sell information about the over-the-counter drugs that person buys.

65% do not know that the statement “When a website has a privacy policy, it means the site will not share my information with other websites and companies without my permission” is false.

55% do not know it is legal for an online store to charge different people different prices at the same time of day.

62% do not know that price-comparison sites like Expedia or Orbitz are not legally required to include the lowest travel prices.
the need for industry and government alike to develop new approaches to the protection of personal health information in the Big-Data era. If effective policies can be put in place now, consumers will have legitimate reasons to trust the companies with which they do business, and will gain confidence in the fairness of the overall consumer marketplace. Rather than stifling innovation, these policies will both foster and guide the growth of the industry.

KEY PRIVACY PRINCIPLES

Although the focus of this project is primarily on policies for the consumer wearables marketplace, it is increasingly difficult to separate these products and services from the broader connected-health system. The digital environment and our online lifestyles have created a highly permeable system in which traditional concepts of medical, health, and wellness information are now much less distinct. Because regulation is so fragmented and insufficient, we see an urgent need for a much broader policy framework to protect health privacy. Nor is it possible to address the health and fitness wearables market without considering the need for a more expansive approach to digital and online media in general. Thus our approach is to identify the key principles and critical issues that need to be considered in developing effective privacy and consumer protections for the emerging digital health marketplace.

PRIVACY AS A FUNDAMENTAL RIGHT

We begin by underscoring a first principle that too often gets lost in the complicated and technical inside-the-beltway policy discourse: that privacy is not just a preference, but rather a fundamental and inalienable right. Privacy has a long and established legacy, both internationally and in the U.S., and is firmly embedded in many of our basic legal institutions. Moreover, privacy is essential to such core democratic values as autonomy, self-determination, and dignity. It is important
The tradeoff for reaping the benefits to our health-care system made possible by digital devices should not be surrendering control over our personal data.

TWENTY-FIRST-CENTURY BIG-DATA SAFEGUARDS

For decades, privacy and data-protection policies—in both Europe and the U.S., as well as in many other countries—have been guided by Fair Information Practices, sometimes called Fair Information Practice Principles (FIPPs).210 FIPPs are considered the gold standard of privacy policy, a framework that combines a set of rights for individuals with a clear articulation of responsibilities to govern how institutions can collect and use personal data.211 The FIPPs framework of eight principles was codified in the 1980 “OECD Guidelines on the Protection of Privacy and Transborder Flows of Personal Data,” reaffirmed in 2013 and embodied in laws and regulations throughout the world.212 (See sidebar: “The OECD Privacy Principles.”)

While several versions of the principles have evolved over the years, both globally and in the U.S., their core elements have remained in place.213 Most recently, both the FTC and the Obama White House have proposed new policy frameworks that are based on FIPPs.214

In both theory and practice, the Big-Data paradigm contradicts and undermines some of the basic principles embodied in FIPPs.215 For example, the principle of data minimization means that there should be limits on the kinds and amounts of information an organization, government, or company can collect from an individual.216 Closely allied to this notion are the related principles of data quality, purpose specification, and use limitation, which stipulate that personal data collected from individuals should be accurate and used only in ways that are consistent with the reason for collecting that information in the first place. But practices at the heart of Big-Data systems are in direct opposition to these important principles, relying on maximizing data collection and repurposing information for ongoing, secondary, and even unforeseen uses. As Viktor Mayer-Schönberger and Kenneth Cukier explain in their influential book, Big Data: A Revolution that Will Transform How We Live, Work, and Think, “datafication” involves “taking information about all things under the sun—including ones we never used to think of as information at all...and transforming it into a data format to make it quantified” in order to unlock its implicit, latent value.217 Ultimately, the value of data is what one can gain from all the possible ways it can be employed.... In the big-data age, data is like a magical diamond mine that keeps on giving long after its principle value has been tapped.”218

Another fundamental tenet of the FIPPS framework is that users should have control over their own personal data, which is articulated in a set of user participation rights; these include the ability to find out what data have been collected about them, and to challenge or correct that information.219 But Big-Data operations such as machine-learning...
OCED Privacy Principles

1. COLLECTION LIMITATION PRINCIPLE

There should be limits to the collection of personal data and any such data should be obtained by lawful and fair means and, where appropriate, with the knowledge or consent of the data subject.

2. DATA QUALITY PRINCIPLE

Personal data should be relevant to the purposes for which they are to be used, and, to the extent necessary for those purposes, should be accurate, complete and kept up-to-date.

3. PURPOSE SPECIFICATION PRINCIPLE

The purposes for which personal data are collected should be specified not later than at the time of data collection and the subsequent use limited to the fulfilment of those purposes or such others as are not incompatible with those purposes and as are specified on each occasion of change of purpose.

4. USE LIMITATION PRINCIPLE

Personal data should not be disclosed, made available or otherwise used for purposes other than those specified in accordance with Paragraph 9 [the Purpose Specification Principle, above] except:

a. with the consent of the data subject; or

b. by the authority of law.

5. SECURITY SAFEGUARDS PRINCIPLE

Personal data should be protected by reasonable security safeguards against such risks as loss or unauthorised access, destruction, use, modification or disclosure of data.

6. OPENNESS PRINCIPLE

There should be a general policy of openness about developments, practices and policies with respect to personal data. Means should be readily available of establishing the existence and nature of personal data, and the main purposes of their use, as well as the identity and usual residence of the data controller.

7. INDIVIDUAL PARTICIPATION PRINCIPLE

An individual should have the right:

a. to obtain from a data controller, or otherwise, confirmation of whether or not the data controller has data relating to him;

b. to have communicated to him, data relating to him

i. within a reasonable time;

ii. at a charge, if any, that is not excessive;

iii. in a reasonable manner; and

iv. in a form that is readily intelligible to him;

c. to be given reasons if a request made under subparagraphs (a) and (b) is denied, and to be able to challenge such denial; and

d. to challenge data relating to him and, if the challenge is successful to have the data erased, rectified, completed or amended.

8. ACCOUNTABILITY PRINCIPLE

A data controller should be accountable for complying with measures which give effect to the principles stated above.
Big-Data operations such as machine-learning algorithms, artificial intelligence, predictive modeling, and fully automated programmatic ad campaigns make it increasingly difficult for people even to know what information is collected about them, and assessing how they can be augmented in the era of Big Data. We also need to build on this framework by developing additional standards and practices that can address a host of new and emerging data operations. This will require moving beyond the traditional focus on protecting individual privacy, and extending safeguards to cover a range of broader societal goals, such as ensuring fairness, preventing discrimination, and promoting equity.221

**BEYOND “PRIVACY SELF-MANAGEMENT”**

The prevailing model of notice and choice—which has been embraced by both government regulators and industry—operates on the assumption that an individual will review the disclosures in a company’s privacy policy, evaluate the pros and cons for herself, and, if she uses or purchases the product or service, will agree to the terms of the data-processing arrangement.222 However, a growing body of research by privacy scholars and data-protection experts has determined that such traditional privacy mechanisms—even when using an “opt-in” model, and updated and adapted as “just-in-time” notices or mobile app consent tools—are increasingly inadequate in today’s Big-Data digital marketplace.223 Far too often such policies, written by lawyers in purposefully obtuse and arcane language, simply fail to make clear to users how their data are collected and used.224 As with other “terms-of-service” statements, most privacy policies offer no real choice; instead, they are presented as “take-it-or-leave-it” propositions.225

While the FTC has suggested a number of ideas for adapting the notice-and-choice model for the wearables and Internet of Things era—developing video tutorials, affixing QR codes on devices, and providing choices at point of sale, within set-up wizards, or in a privacy dashboard—it is questionable whether these techniques would be effective.226 Even if disclosures could be simplified, in today’s hyper-connected world there are so many occasions for individuals to provide consent that it is practically impossible for anyone to handle the deluge of decision points.227

Such expectations of “privacy self-management” are at odds with contemporary Big-Data practices.228 Legal scholar Frank Pasquale cautions against viewing consumer “control” as a “be-all, end-all solution to health privacy matters.” Although he is writing mainly about patient privacy in the medical context, his point applies equally to
all aspects of the connected-health and digital wearables marketplace, where it is virtually impossible for individuals to manage the complexities of data collection and use of their own health information. As Pasquale explains, many patients “either can’t be responsible (or don’t want to be responsible) for exercising control over health data. Paradoxically, the sickest, most vulnerable persons may be the ones with the most data to manage—and the least time or energy to take on this oft-neoliberal concept of identity management.” Therefore, “any aggressive promotion of the Control Solution must be complemented with ongoing, equally aggressive efforts to outlaw or otherwise reduce problematic uses of health data,” he explains.229

**DEVELOPING A PUBLIC INTEREST FRAMEWORK FOR DIGITAL HEALTH**

Turow, many privacy policies purposely frame their practices in a manner designed to placate consumers, using language that affirms the company’s promise to protect consumer privacy, for example, while peppering the policy with jargon that consumers cannot understand and “misnaming” certain procedures, “tagging an activity in a way that leads people to consider it less problematic than it actually may be.”233

Transparency needs to go beyond corporate privacy policies and terms of service. The pervasive use of algorithms in many sectors of our society—including social media, marketing, science, and government—has triggered rising concern about how these “black box” operations can negatively impact individuals, communities, and groups.234 To address this problem, leading public interest organizations and scholars are calling for “algorithmic transparency.”235

**REDEFINING “PROTECTED DATA”**

Both regulatory agencies and industry self-regulatory organizations classify certain kinds of information as “sensitive,” and thus deserving of greater privacy protection.236 While personal health information should clearly be considered sensitive, it is important to understand that in the Big-Data era, no single piece of data or category

**IMPROVING TRANSPARENCY**

Our assessment of the flaws in the current notice-and-consent system does not mean to suggest that companies should abandon their responsibility to make their data collection and marketing practices transparent to consumers. Meaningful and effective transparency is consistent with the FIPPs principle of openness.230 However, based on our own analysis of the privacy policies posted by several leading companies in the wearables market, current disclosure practices fail to explain the full spectrum of data collection, sharing, and marketing techniques employed on these devices, leaving a great deal of room for improvement.231 A few companies appear to offer stronger safeguards than others. We note, for example, that Apple’s strong approach to consumer privacy sets it apart from most of the other players in the market. Its privacy policy promises that a user’s data will be kept on her mobile phone, Apple Watch, or other device, making it impossible for outsiders to access the information. However, overall the privacy policies in this sector display many of the same kinds of problems that scholars have documented in other parts of the digital media marketplace.232 (See Appendix B, “Analysis of Wearable Privacy Policies.”) According to Professor Joseph

Based on our own analysis of the privacy policies posted by leading companies in the wearables market, current disclosure practices fail to explain the full spectrum of data collection, sharing, and marketing techniques employed on devices
of information can easily be isolated for special handling. We need to think of the system more holistically, as the aggregation of many “data points” about an individual, across multiple platforms and digital devices, online and off, that reveals important and “actionable” insights about a person’s health. Companies that operate health devices and apps gather a great deal of personal information about consumers that extends far beyond a set of narrowly defined, specific health or wellness data points. This can include one’s race, ethnicity, gender, income, or sexual orientation, as well as continuous tracking of an individual’s spending activities, geolocation movements, and social interactions. Device companies can obtain further information about their customers from data brokers and other sources. As a consequence, these new health and wellness tools can create rich and highly valuable personal health profiles that marry daily monitoring of biometric functions, physical activity, and other health data with a spectrum of additional information about an individual’s attributes and behaviors. So, for example, a device or mobile app that tracks physical activity would be able to know many things about the consumer who uses it, such as the fact that she is a diabetic Hispanic woman living in a poor part of the city, that she shops at Walmart for her food, that she frequently buys high-calorie chips, cookies, and other unhealthy foods, and that her exercise patterns are inconsistent and erratic.

Restricted categories of so-called personally identifiable information (PII) are equally problematic and outdated in today’s digital marketing environment. Virtually all of the wearable company privacy policies we examined offered assurances to users that their PII was protected, with statements such as this one, in Under Armour’s policy, referring to its practice of collecting only “information that is anonymous, aggregate, de-identified, or otherwise does not reveal your identity.” But commonly employed Big-Data techniques have rendered such definitions meaningless, creating a myriad of ways to identify and target individuals without ever needing the person’s name, email address, or other traditional identifying information. De-identification and anonymization, though endorsed by regulators, are only partial solutions. As Barocas and Nissenbaum make clear, “even where strong guarantees of anonymity can be achieved, common applications of big data undermine the values that anonymity traditionally had protected. In cases where people may not technically be considered ‘identifiable,’ they are still ‘reachable.’”

**LIMITING COLLECTION AND REGULATING USE**

When purchasing a fitness tracker or other health wearable device, users should not face a situation where companies have carte blanche to collect as much information as they want. The principle of “respect for context” has been articulated by scholars and endorsed by the Obama White House in its Consumer Bill of Rights, which affirms that “consumers have a right to expect that companies will collect, use, and disclose personal data in ways that are consistent with the context in which consumers provide the data.” Some of the industry self-regulatory codes have incorporated language about “context” and “consumer expectations” into their guidance to companies. But the vague language gives too much control to corporations for choosing how to interpret such guidance. And while these codes may include worthwhile ethical...
While industry self-regulatory organizations can play a role in this process of risk-impact assessment, risk/benefit analysis, and the establishment of acceptable data-use categories and risk levels, they should not be the sole arbiters of decision making in any of these areas. To ensure adequate transparency, accountability, and enforceability, all of these processes should be conducted by third-party entities, with the involvement of independent consumer and privacy organizations, and under the supervision of regulators. The results of these analyses should be made available to the public, including the creation of accessible, consumer-friendly materials comparable to nutrition labels, illuminating how certain uses of personal health data, while offering a number of benefits, might also create additional risks to individuals or groups.

Restricting the data collected through the device itself (so-called “first-party data”) solves only part of the problem, especially since companies routinely combine that data with a spectrum of additional information about individuals that comes from outside companies, databases, and data-management firms (i.e., third-party data). In order to ensure meaningful privacy for personal health information, we need to think about how to address the data flow among these various partners—and their intended and potential uses. If we are to expect a consumer to “opt in,” there must be widespread understanding of what the consequences will actually be. Wearables and other health-tracking devices offer new opportunities for individuals to share their health and medical data, reaping the many benefits of large data analysis and access to health information. But users should be able to make data-sharing decisions in a context of genuine trust and safety.

Policy makers should consider establishing more effective ways to assess both the benefits and risks of data use—not only to individuals, but also to groups and the larger society. The use of health wearables in the context of big data presents new challenges for policy makers and regulators. While the benefits of these devices are evident, the risks to privacy and security must also be considered.

Policy makers should consider establishing more effective ways to assess both the benefits and risks of data use—not only to individuals, but also to groups and the larger society. Data-technology practices should be required to undergo some form of risk-impact assessment before they are put in place. While industry self-regulatory organizations can play a role in this process of risk-impact assessment, risk/benefit analysis, and the establishment of acceptable data-use categories and risk levels, they should not be the sole arbiters of decision making in any of these areas. To ensure adequate transparency, accountability, and enforceability, all of these processes should be conducted by third-party entities, with the involvement of independent consumer and privacy organizations, and under the supervision of regulators. The results of these analyses should be made available to the public, including the creation of accessible, consumer-friendly materials comparable to nutrition labels, illuminating how certain uses of personal health data, while offering a number of benefits, might also create additional risks to individuals or groups.

Policy makers should consider establishing more effective ways to assess both the benefits and risks of data use—not only to individuals, but also to groups and the larger society. Data-technology practices should be required to undergo some form of risk-impact assessment before they are put in place. While industry self-regulatory organizations can play a role in this process of risk-impact assessment, risk/benefit analysis, and the establishment of acceptable data-use categories and risk levels, they should not be the sole arbiters of decision making in any of these areas. To ensure adequate transparency, accountability, and enforceability, all of these processes should be conducted by third-party entities, with the involvement of independent consumer and privacy organizations, and under the supervision of regulators. The results of these analyses should be made available to the public, including the creation of accessible, consumer-friendly materials comparable to nutrition labels, illuminating how certain uses of personal health data, while offering a number of benefits, might also create additional risks to individuals or groups.
NEW REGULATORY STRUCTURES AND APPROACHES

The current regulatory system for the health and wearables marketplace is both weak and fragmented, with jurisdiction split among several different federal agencies, each lacking sufficient authority or regulatory tools to establish and implement meaningful consumer safeguards. As we consider how best to approach privacy, consumer protection, and other Big-Data issues, it is useful to look at regulatory structures in other industries whose operations are complex and where certain practices pose a variety of risks. We have passed laws to establish agencies and independent third parties that have the knowledge and expertise to evaluate the efficacy and safety of drugs, cars, and industrial practices affecting the environment. Businesses operating within these industries are required to build these “externalities” into their operations, creating a level playing field both within the industries themselves and for consumers who interact with them. For example, in areas such as banking, auto manufacturing, and food production, we have established a system of safeguards for consumers, best practices for companies, and government agencies that can ensure those safeguards will actually work. In all of these sectors, consumers may have many choices, but there are a variety of systems in place to ensure they are not forced to understand the complex operations of all the products and services in order to manage their own risks. So, for example, we now have regulations to ensure that banks do not engage in predatory lending; that food processing plants’ output is safe from disease, toxins, and other harmful elements; and that cars are equipped with safety features that protect drivers and their passengers alike. The dangers of Big-Data practices may seem less dramatic than the more obvious harms of unsafe autos or food, but they are equally important, and their implications just as serious.

Exactly what a new regulatory structure should include will require broad discussion among the major stakeholders involved. But a number of possible options should be considered. One possibility would be for Congress to grant the Federal Trade Commission specific authority to regulate health privacy in the consumer arena. This was the model for the 1998 Children’s Online Privacy Protection Act. While that statute was narrowly defined to focus only on protections for children under 13, it expanded the FTC’s regulatory authority by mandating that the agency develop new rules to enforce and carry out the terms of the law. Such a law for health privacy would enable the FTC to conduct rulemaking procedures, develop regulations, monitor industry compliance, and take enforcement actions. Another option would be to establish a separate, independent government agency for health privacy regulation.

The rise of Big Data and its extensive and varied impacts may necessitate the creation of a new government entity with an even wider mandate. Privacy advocates have been arguing for years for the establishment of a data-protection authority to replace our current structure of privacy regulation in the U.S. Given the widespread and transformative nature of data-driven operations and practices across multiple sectors of our society, a holistic regulatory structure would be better able to manage a broad spectrum of issues, ensuring ethical data-processing practices, instituting effective consumer privacy safeguards, and preventing discriminatory uses of data. While some of these ideas may seem unrealistic in the current political environment, we believe it is important not to narrow or reduce our expectations, especially
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Culture of Health Vision: Underlying Principles

1. Good health flourishes across geographic, demographic, and social sectors.

2. Attaining the best health possible is valued by our entire society.

3. Individuals and families have the means and the opportunity to make choices that lead to the healthiest lives possible.

4. Business, government, individuals, and organizations work together to build healthy communities and lifestyles.

5. Everyone has access to affordable, quality health care because it is essential to maintain, or reclaim, health.

6. No one is excluded.

7. Health care is efficient and equitable.

8. The economy is less burdened by excessive and unwarranted health care spending.

9. Keeping everyone as healthy as possible guides public and private decision-making.

10. Americans understand that we are all in this together. Wearable devices, or any other digital enterprise, are under no such legal or ethical constraints.
Exactly what a new regulatory structure should include will require broad discussion among the major stakeholders involved

The marketing and advertising techniques emerging in the health and wearables arena call for an ethical and policy agenda that will ensure fair practices. Safeguards are needed so that personal health information is not used for marketing purposes that are unfair, deceptive, manipulative, or discriminatory. The practices documented in this report include a range of techniques that need to be investigated, such as condition targeting, programmatic marketing, scoring, and lookalike modeling, along with a range of location-based targeting applications as well as in-store and digital outdoor marketing. Many of these practices operate under the radar of consumer knowledge or perception, making them difficult to discern or resist.

Direct-to-consumer pharmaceutical marketing has already raised many concerns among health professionals, consumer organizations, and public-health groups. The American Medical Association (AMA) recently passed a resolution calling for a ban on DTC advertising, because of concerns that this form of prescription-drug marketing interferes with the doctor-patient relationship and drives up the cost of medicine. Digital media, mobile, and wearable technologies have ushered in an entirely new generation of DTC pharmaceutical marketing, taking advantage of rich consumer data and profiles harvested from numerous sources to target individuals with personalized messages. Drug companies are now able to acquire and process increasingly granular information about individuals, related to their personal health behaviors, illnesses and ailments, use of medical facilities, retail shopping patterns, and even daily mood shifts and psychological states of mind. Policy makers should investigate how these new practices may be compounding the existing problems of DTC marketing.

Lobbyists for the pharmaceutical industry often argue that advertising is necessary in order to educate patients about their medical options, and to empower them to make their own decisions without having to defer solely to health professionals. While patient empowerment is important, and now much easier in the digital age, advertising is not necessarily a fair, neutral, or accurate way to empower people. Research on DTC pharmaceutical TV commercials, for example, has shown that the required “small-print” notices with warnings of side effects—even with a voiceover reading them—are often ignored or not understood because of the clever juxtaposition of powerful images and music that sends the opposite message. Digital versions of DTC marketing are more personalized and less transparent, employing an array of data-driven profiling and targeting techniques that may serve to undermine consumers’ ability to make rational decisions rather than informing them of their options.

Policy makers need to assess the adequacy of current advertising regulations in addressing the Big-Data marketing techniques not only of pharmaceutical companies, but also of a range of players in the health and medical industry. Today’s digital practices have outpaced federal safeguards, calling for much more proactive research on contemporary market trends and closer scrutiny of emerging practices.
Protecting the patient-consumer across the connected-health landscape. In its recently released “roadmap,” the HHS Office of the National Coordinator of Health Information Technology (ONC) called for action to “move beyond EHRs (electronic health records) as the sole data source for electronic health information to a wider range of health information technologies used by individuals, providers and researchers.” The plan envisions that over the course of a transitional period between 2021 and 2024, individuals will gradually gain control over their health information “across online tools [and] mobile platforms and devices.” A key principle for implementing this vision is to “protect privacy and security in all aspects of interoperability and respect individual preferences.”

(See Appendix C, “Recent Federal Privacy Initiatives.”) We believe it is important to build on this national priority roadmap. However, it will not be possible to develop safeguards or empower individuals across the connected-health system until we fully understand the complex web of data brokers, data-management systems, hospitals, pharmaceutical companies, medical marketing companies, and others involved with medical and health data.

Safeguards for commercial-academic research partnerships. Many of the companies in the consumer-wearables market have already forged partnerships with prominent universities and other research institutions to conduct a variety of studies that rely on consumer-wearable devices for collection and analysis of health research data. This is a trend that promises to transform the practice of scientific and medical research, enabling large-scale studies to be conducted at a fraction of the cost required for more traditional controlled experiments, and giving researchers enhanced opportunities to take advantage of the many benefits of Big Data to generate valuable results. But such ventures are also blurring the lines separating the commercial, government, and non-profit arenas. A number of government and private initiatives are currently underway to develop ethical and privacy frameworks for Big Data, including procedures for how wearable devices, mobile apps, and similar technologies can be used in research projects. If carried out effectively, such programs could help ensure that research institutions with a strong tradition of ethical practices will have protocols to enable them to conduct their research responsibly in the Big-Data era. But it remains unclear whether rigorous regulations in the public and academic sectors will significantly influence the standards and practices in the private, commercial sector. Companies whose business model involves the monetization of consumer data have a conflict of interest when partnering with research institutions, and as a result those research institutions need to redouble their efforts to ensure privacy protections for data subjects in their studies. The relationships between research institutions and the companies with which they collaborate will need to be spelled out very clearly to ensure adequate safeguards for patients and consumers. (See sidebar: “Developing Research Protocols for Wearables.”)

Ensuring fairness and equity in health technology. Communities of color have long been subjected to disproportionate degrees of government surveillance and commercial mistreatment. As efforts are undertaken to promote these technologies and services to underserved communities, we will need to ensure that public policies and industry practices are put in place to guarantee fair and equitable treatment. The hidden algorithms, data-management systems, and profiling operations that are a central part of the Big-Data engine should not be allowed to foster processes that discriminate according to race, gender, medical condition, or socioeconomic status. A growing movement is underway among civil rights organizations and others to prevent the growth of a new generation of discriminatory practices. We also need to ensure that programs for providing access to health technology for low-income groups do not require people to give up their data in exchange for discounts to products and services. Such “pay-for-privacy” practices could create a new “privacy divide,” mirroring the digital divide that has attracted widespread attention since the 1990s.
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Scientific research at universities or federally funded institutions is subject to a rigorous set of protocols designed to ensure that individuals involved in the studies are not treated unfairly or harmed in any way, and that they are involved in the research only if they give their prior informed consent to participate. For example, if a university researcher wants to conduct interviews, experiments, or any other type of study involving human participants, she is required to comply with a complex set of rules, administered by the university’s Institutional Review Board (IRB) to ensure that the design and implementation of the study follows strict ethical procedures. Private companies, however, including those involved with mobile apps, wearable devices, or any other digital enterprise, are under no such legal or ethical constraints.

The absence of protections within the commercial sector has already raised concerns among public health professionals, academics, and potential research subjects. For example, a study by a team of researchers at the University of California, San Diego, explored the barriers to using personal health data (PHD) in research generated by personal fitness and wellness trackers, finding that “[a]mong individuals surveyed, the dominant condition (57%) for making their PHD available for research was an assurance of privacy for their data, and over 90% of respondents said that it was important that the data be anonymous. Further, while some didn’t care who owned the data they generate, a clear majority wanted to own or at least share ownership of the data with the company that collected it.” But the report also noted that no existing government regulations protect user privacy in this area, nor is it possible to anonymize user information successfully, or prevent the re-use of data.

The Robert Wood Johnson Foundation’s Data for Health Initiative identified similar concerns in the course of a “listening tour” that it conducted in five cities around the country. While many groups and individuals, particularly those focused on overcoming diseases, were eager to share health data that could advance research and improve health care, they were also worried about safety, privacy, and confidentiality. Among the report’s recommendations was the need “[s]trengthen the right of individuals to access and obtain their health data.” As the report explained,

Frequently, individuals are treated as second-class citizens when they try to exercise these rights. Policies should establish clear, equal rights of an individual to obtain data about his or her health—akin to a Bill of Rights. Policies should empower individuals and enable them to make decisions about their own health and contribute to decisions that can improve
the health of their communities. The United States needs a set of laws, policies and procedures governing devices that generate personal health information.  

In November 2015, the White House released its “Privacy and Trust Principles.” Covering six distinct areas—governance; transparency; participant empowerment; respect for participant preferences; data sharing, access, and use; and data quality and integrity—the “principles articulate a set of core values and responsible strategies for sustaining public trust and maximizing the benefits of precision medicine.”  

Within the university sector, a research team at the University of California, San Diego, has received funding from the Robert Wood Johnson Foundation to launch the Connected and Open Research Ethics (CORE) project, whose goal is to create a “web-based resource that will help scientists and Institutional Review Boards (IRBs) design and conduct ethically sound research involving personal health data collected from sensors, social media and mobile devices.”  

Sage Bionetworks has created a Participant-Centered Consent (PCC) toolkit for electronic informed consent, or e-consent. The toolkit is aimed at people who are designing clinical studies and who wish to make their informed-consent process “user-centered, rather than document-centered. It contains the building blocks of a visual, interactive approach to informed consent. The PCC toolkit lets its users create visual summaries of consent forms, mapped to key underlying text, for use in software or print.” The toolkit is in use by five active studies, and “currently supports minimal-risk studies that collect sensor data, survey data, and data collected via the Apple Health application.”  

Apple’s ResearchKit could serve as a model for ensuring that protocols for protecting human subjects in scientific research are extended to partnering commercial platforms. ResearchKit is a set of open-source developer tools that are designed to enable researchers to develop and conduct clinical studies through iPhone apps. Individuals can choose the studies in which they are willing to participate, and the ResearchKit software will select the specific kinds of data needed for the study.  

Apple has already partnered with a number of hospitals and medical research institutions for a variety of projects. For example, Johns Hopkins has developed an app for the Apple Watch that also allows consumers to opt in to participation in a research study. According to the Hopkins website for this application, “EpiWatch gives you a chance to help epilepsy research by sharing the data about your seizures. By entering data into EpiWatch, you can monitor your condition as you help Johns Hopkins researchers better understand epilepsy and potentially improve treatment.”  

Individuals who want to participate in the study must download an application that explains what will happen with their medical data and then sign a consent form, similar to what they would sign if they were involved in any other clinical study. The information in the privacy statement promises it “will not sell, rent, or lease, your Personal Information” gathered through the app. It also explains that “JHU or its third-party provider may gather general anonymous behavior data about you to help JHU or its third-party provider to better understand patient population make-up and how to improve outreach to potential sub-groups of patients under-represented in the study. JHU will not sell such data. JHU will not use such data to create or deliver...
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ads. JHU will use such data to understand and improve clinical trial recruitment. For users, the app “helps you manage your epilepsy by tracking your seizures and possible triggers, medications and side effects. You can view this information at any time, and a dashboard lets you share a summary of the data with your doctor or caregiver if you want. With EpiWatch, you can also send a message to family members or caregivers to let them know when you are tracking a seizure. EpiWatch gives you a chance to help epilepsy research by sharing the data about your seizures.”

Apple’s ResearchKit policy is consistent with the company’s overall approach to privacy in all of its products and platforms. The privacy policy adopted by Apple reflects the larger goal of providing users with greater control of their own data.

Other commercial players in the wearables market may not offer as many protections when partnering with research institutions.

We recommend that there be a universally agreed-upon system that is flexible enough to enable innovations in research, but clear and strong enough to ensure that patient privacy is protected and risk is minimized. Such rules should be universal—applying to all entities and protocols, and covering corporate alliances with research, medical, and health institutions.

From an institutional perspective, one especially promising idea has been put forward by John Wilbanks and Marty Tenenbaum involving the creation of a health research commons. Similar in some respects to the Morrill Land Grant College Act of 1862 (in which the proceeds from the sale of public lands in the West were used to fund state colleges and universities), a digital health commons would serve as “a virtual marketplace or ecosystem where participants share data, knowledge, materials and services to accelerate research....

Individual researchers, institutions, and companies will be able to publish information about their expertise and resources so that others in the community can readily discover and use them. Core competencies, from clinical trial design to molecular profiling, will be packaged as turnkey services and made available over the Net. The Commons will serve as the public-domain, non-profit hub, with third-parties providing value added services that facilitate information access, communication, and collaboration.... The Health Commons is too complex for any one organization or company to create. It requires a coalition of partners across the spectrum. It is also too complex for public, private, or non-profit organizations alone—reinventing therapy development for the networked world requires, from the beginning, a commitment to public-private partnership. Only through a public-private partnership can the key infrastructure of the Commons be created: the investments in the public domain of information and materials will only be realized if that public domain is served by a private set of systems integrators and materials, tools and service providers motivated by profit. And in turn, the long-term success of the private sector depends on a growing, robust, and self-replenishing public domain of data, research tools, and open source software.
Establishing effective safeguards for the wearables and connected-health marketplace will require widespread participation across many sectors of our society, including the high-tech and health industries, academic institutions, nonprofits, foundations, policy makers, and communities. In this chapter we offer several suggestions for next steps toward that goal, including some specific recommendations for industry.
Strengthening public interest and nonprofit participation

*Consumer, privacy, civil liberties, and civil rights groups should play a more proactive and collaborative role in the policy process. We propose the creation of a Public Interest Connected-health Task Force, supported by foundations, to bring together the expertise of a wide spectrum of organizations committed to privacy, consumer protection, and equity in the Big-Data era, including those groups committed to the goal of “data justice.” Such an initiative would require sufficient resources to enable the entity to undertake a number of important tasks, including analyzing new developments, developing public policy and self-regulatory proposals, conducting outreach to other key stakeholders, and engaging in constructive dialogue with industry and government officials. This task force could also help ensure that nonprofits are better represented on government advisory boards, multi-stakeholder initiatives, and rulemaking proceedings at federal agencies."

Promoting public education

*Consumer and civil rights organizations should be encouraged to inform their constituencies and the public at large about the issues raised by the role of digital technologies in the connected-health marketplace. The conversation needs to be taken outside of the DC beltway, engaging people at the state and local levels in discussions that broaden the debate beyond its narrow technical and policy focus. For example, the benefits of Big Data are often framed around efficiency, freedom, innovation, competitiveness, and profitability. While these are important goals, they sometimes overshadow consideration of other equally important values—such as equality, fairness, diversity, community, and dignity—that must also be addressed as we assess the benefits and risks of Big Data’s impact on the connected-health system."

Developing a collaborative and cross-cutting research agenda

*As the forces of Big Data and digital technology continue to transform the health system, ongoing research will be necessary in order to inform policy makers, health professionals, and the public. Representatives from academic institutions, civil society, and philanthropy should work together to develop a comprehensive, interdisciplinary research agenda drawing from the expertise in a wide spectrum of fields. For example, studies should be commissioned to map, analyze, and assess data operations and business operations across the connected-health landscape, and to evaluate the costs and benefits of such practices, including their potential consequences for particular communities and populations."
Fostering stronger industry best practices

We encourage individual companies involved in the health and wearables market to make their privacy and consumer-protection commitments public, and to explain how they intend to carry them out, as part of their annual corporate responsibility and shareholder reports. We also urge industry-wide trade organizations to work with privacy, consumer, civil liberties, and civil rights organizations to develop best practices, which would help to establish a level playing field for both wearables companies and their consumers. An urgent task for such an initiative would be to address the challenges that contemporary data processes pose to meaningful consumer decision making. While the exact provisions would need to be further developed, we offer the following set of principles. They are designed to give consumers as much control over their own data as possible, while establishing default safeguards for both the collection and use of that data.

- **Sensitive Information**: All data collected from a health or wellness wearable device should be considered sensitive, and thus require an affirmative and effective consent process. Consent mechanisms should go beyond the notice-and-choice model, offering individuals straightforward, user-friendly, and granular opportunities to decide.

- **Limits on Collection and Use**: Clear, enforceable standards should be established for both the collection and use of information on wearables and other Internet-connected devices. Users should be able to place limits on the data collected by and about them, specifying, for instance, that while their exercise, movements, and heart rate may be tracked, their locations may not. No data should be collected for ongoing processing until there is an affirmative expression from the consumer. Companies should get specific consent for every use, instead of attempting to encourage the consumer to agree to open-ended—and potentially unlimited—uses. There should be no “one-click” or “one-stop” consent systems that permit ongoing collection consumer data. There should be default limits on the uses of certain types of information, such as geolocation and biometric data.

- **Meaningful Disclosure**: Companies should be required to explain fully and in clear language what their data practices are, and there should be standardization of terminology so that comparisons are possible. Such clarifications should be designed to minimize customer confusion and maximize accountability. This information must reflect actual business practices or goals. If a company is unclear about its future plans for the data in question, it should not use the information beyond its initial purpose. If its business practices change in a manner that would impact a person’s data, it should stop collection and use until a new informed consent is obtained. Companies should identify the third parties and service providers with whom they work, such as marketing clouds and data brokers, as well as any affiliates or subsidiaries that may have access to the health and wellness data that a company collects from consumers. They should also be required to make public disclosures about the operations of their data-analytic systems, including how they conceptualize and utilize algorithms.

- **Limited Sharing**: Wearable and other connected-health companies should not share user information with any third parties where advertising, marketing, or the promotion of other services are involved. Third parties should not provide
data on individuals to others (such as first-party sites, which may be health companies or social networks, etc.) without the knowledge and consent of an individual.

- **Consumer Access to Data:** Companies should make public their rationale and methodology for determining the criteria they use for consumer access to and correction and deletion of personal data. They should comply with requests for a person’s data as soon as possible and at the lowest cost. There should be requirements ensuring that data can be corrected or deleted in a timely and pro-consumer manner.

- **Transparent anonymization:** The metrics used to determine how de-identification is most effectively accomplished should also be disclosed and subject to independent verification.

- **Usability testing:** In order to ensure that consumers are truly informed, wearable devices and apps should be tested to determine that consumers will be able to understand their privacy choices and terms of services. It is especially critical to ensure that judgments can be made under the conditions faced by many consumers—that they will be using a small screen, with competing applications, and may be “on-the-go.” These studies should be made publicly available and updated regularly.

- **Broad-based standards:** Self-regulatory organizations should develop standards that apply to all sectors of the consumer connected-health industry, creating a more uniform and robust regime overall. There should be independent audits conducted to identify how effective a code or guidance is as it is applied in the actual marketplace.

- **Fair marketing practices:** The various participants in the digital health sector, including the wearable and mobile apps industry, should develop a set of fair marketing practices for using health-related data. These should include limits on problematic techniques, including many of those identified in this report. Of particular concern are techniques that enable discrimination on the basis of data related to ethnicity, gender, sexual orientation, age, community, or medical condition.

In the wake of the recent election, the United States is on the eve of a major public debate over the future of its health-care system. The Affordable Care Act is very likely to undergo significant transformation, with millions of Americans facing the prospect of losing their health insurance or having their coverage severely cut. The potential of personal digital devices to reduce health care spending will likely play an important role in the policy debate. However, as this report documents, these technologies hold both promise and peril. In the absence of adequate safeguards, consumers and patients could face serious risks to their privacy and security, and also be subjected to discrimination and other harms. We have both an unprecedented opportunity and a moral obligation to broaden our national conversation around the goal of establishing a “Culture of Health,” where “good health and well-being flourish across geographic, demographic, and social sectors,” and “everyone has the opportunity to make choices that lead to healthy lifestyles.”
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A number of DAA member companies engage in various forms of health marketing. They include Audience Partners, Conversant, and Medix. The NAI's members include companies also involved in forms of health advertising, such as Oracle's BlueKai, Conversant, MaxPoint, TubeMogul, and Videology. The MMA membership includes Cancer Centers of America, which engages in a broad range of digital marketing practices, as well as IBM's The Weather Company (which is now using Watson's predictive ad technology). The DAA's mobile app—called AppChoices—used by consumers, lists several dozen companies where users can "opt-out" of having their data collected for behaviorally targeted marketing. Consumers are unlikely to realize that RUN, an ad-targeting company whose opt-out is offered on AppChoices, works with health marketer Crossix, and that they can be targeted as a "likely prescription type" for diabetes, Parkinson's, multiple sclerosis, cancer, obesity, migraine, etc.


The trade group also says that “A company should not knowingly use or disclose personal well-
ness data in ways that are likely to be unjust or prejudicial to consumers’ eligibility for, or access
to, employment, healthcare, financial products or services, credit, housing or insurance.” However, under its “Data Review, Correction, and Deletion” provisions, it appears that data can be used to “determine the user’s eligibility for, or access to, employment, healthcare, financial products or services, credit, housing or insurance.” All that is required to do so is to provide a “user with a means to review and correct the company’s stored personal wellness data.” That provision has several exemptions, including whether the deletion is technically, economically, and legally feasible; whether the company can attribute personal wellness data to the requesting user; and that the user does not already have the ability to delete his or her personal wellness data. Companies are encouraged to develop “concise” notices that summarize their wellness-data practices, including through the use of “creative formats”—such as video, icons, or graphics—that “facilitate rapid learning” of their procedures. It also calls on companies to use their privacy policies to inform users how they respond to requests from law and civil enforcement agencies.

As explained in a footnote, “These Principles do not endorse any particular method of de-identifi-
cation or set a standard for when data has been adequately de-identified. Instead, companies
should use their expertise, taking into account the type and use of personal wellness data and
using the technical tools available to them, to determine how to de-identify such data.” Con-
sumer Electronics Association, “Guiding Principles on the Privacy and Security of Personal Well-
ness Data,” p. 2.
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1. INTRODUCTION

Wearable devices can be described as accessories or clothing items incorporating electronics, software or sensors that are typically connected to a network. Their popularity is rapidly increasing globally and in Europe. They can take many shapes, looking like glasses, bracelets, rings, or clip-ons; they may support a variety of metrics, for instance for the purpose of monitoring body functions or collecting lifestyle information, and may be used in different contexts, from sport and fitness or the provision of healthcare to child tracking.

Wearables enable the gathering of vast amounts of very diverse types data, and their expanding popularity triggers important issues for the protection of individuals’ rights and freedoms. Especially threatened are the individual rights to privacy and to the protection of personal data and, most notably, the protection of the information concerning health, which Europe has traditionally regarded as deserving extraordinary safeguards. Tackling privacy concerns has thus been highlighted as a crucial factor to stimulate the further growth of wearable technology.¹

This Background Paper describes key policy developments taking place in the European Union (EU) in the area of wearables and health privacy. First, it introduces the advent of wearables as an element of wider data processing practices. Second, it describes the EU legal framework on privacy and personal data protection, identifying its strengths and limitations in this environment. Third, it reviews relevant ad-hoc initiatives at EU level. Finally, it summarises the central pending questions.

2. PLACING WEARABLES IN THE IOT/BIG DATA/CLOUD CONTEXT

The on-going popularisation of wearables needs to be put in the context of the development of the Internet of Things (IoT), Big Data and cloud computing. The IoT represents a broad trend of connected everyday objects that are, by contrast, typically not designed to be worn but to be left operating on their own, such as the so-called ‘smart appliances’. Big Data refers to the combination of huge volumes of diverse information with data mining techniques that often have ‘predictive’ ambitions. Cloud computing offers large computational power able to sustain all these
processes; it can provide storage solutions and support on the fly processing. The progressive integration of IoT, Big Data and cloud computing delineates the wider context of wearables’ advent.

Devices such as smartphones or tablets, even if non-strictly ‘wearables’, share many features with wearable technology, triggering largely comparable challenges. They allow indeed for the use of a constantly expanding number of applications (‘apps’) gathering numerous types of data, which will often be a combination of data actively provided by users (such as data submitted by parents about their babies’ eating or sleeping habits, self-reported calories consumption, or information about the menstrual cycle) and data automatically retrieved by the devices (for instance, about location, online activity, or contacts).

A peculiarity of wearable technology is that it most often relies on sensors that automatically gather certain types of data about body activity, such as heart rate, skin temperature, or number of steps walked. Some of these sensors have a clear health dimension, like in devices designed to monitor blood glucose levels. In many cases, however, health might not be the prime focus of the device, even if health-related information could be eventually revealed: based on the monitoring of body activity, a device may, for example, calculate the hours of somebody’s sleep or evaluate its quality, information which could be linked to a health condition.

Users of wearables might be pushed to actively engage in the sharing of the data about them in social media and/or to an indefinite audience. Additionally, the numerous actors present in the field, which range from app developers, operating system and device manufacturers, app stores and diverse third parties, have frequently a great interest in accessing and further processing the collected data, as their business models are often based on data monetization. Data streams emanating from wearables and related apps are particularly attractive for the advertising, pharmaceutical, insurance and employment sectors. Medical research is also supposed to benefit from these unprecedented data flows. The term ‘Biomedical Big Data’ (BBD) encapsulates the trend to promote the algorithmic analysis of multiple datasets - coming from wearables, IoT, clinical trails or social media - to improve medical knowledge, public health or clinical care, but also more generally the health and well-being industries. According to the wearables industry, policy makers should contribute to the development of wearables by facilitating their adoption as medical devices, encouraging their institutionalisation.

All in all, these developments may nevertheless result in a high degree of opacity for users of wearable devices, paradigmatically unaware of the full spectrum of data being produced and amassed, of who is using or seeking to use the data, and for which purposes, of the ways in which the data are processed, of why they are the target of some ads or special adjustments, and of the potential consequences of these practices for their own lives (and for society in general). Lack of transparency and limited awareness are as such in direct tension with general EU personal data protection principles, but also affect the possibility for users to give any meaningful consent to concrete data processing activities, and to refuse the practices that go against their wishes. Finally, a further specific problem is raised by the fact that in a number of cases wearables and apps collect information for an individual about somebody else - for instance, parents might be sold apps or devices to monitor their children’s location and activities.
3. **THE LEGAL LANDSCAPE**

**EU’s approach** to health privacy is marked by its fundamental rights obligations, as defined, most notably, by the Charter of Fundamental Rights of the EU. The EU Charter is legally binding upon EU institutions and upon EU Member States insofar as they implement EU law. The text enshrines two crucial fundamental rights, the right to privacy and the right to the protection of personal data, which may only be limited under strict conditions.

### 3.1. Fundamental rights to privacy and to personal data protection

The **EU fundamental** right to privacy is set out in the EU Charter’s Article 7. It is a broad right, corresponding to the right to respect for private life of Article 8 of the 1950 European Convention on Human Rights (ECHR). It must be interpreted taking into account the case law of the European Court of Human Rights, according to which ‘the protection of personal data, not least medical data, is of fundamental importance’ to its enjoyment. The European Court of Human Rights has also stressed that ‘[r]especting the confidentiality of health data is a vital principle’ in the legal systems of all parties to the ECHR, and that ‘[i]t is crucial not only to respect the sense of privacy of a patient but also to preserve confidence in the medical profession and in the health services in general’.

The fundamental right to the protection of personal data, a relatively new EU right, is enshrined in Article 8 of the EU Charter. It is structured around three pillars: the imposition of obligations on those who process personal data (the ‘data controllers’ or ‘processors’), the granting of rights to the individuals whose personal data are processed (the ‘data subjects’) and the existence of independent supervisory agencies (‘Data Protection Authorities’, or DPAs) responsible for monitoring that applicable rights and obligations are duly respected. This fundamental right:

- is granted to ‘everyone’, that is, anyone whose personal data is processed by a controller or processor bound by EU law, and not just EU citizens;
- applies to any processing of personal data, understood as any operation involving any data relating to an identified or identifiable natural person;
- sets out that personal data must always be processed ‘fairly’, exclusively ‘for specified purposes’ and ‘on the basis of the consent of the person concerned or some other legitimate basis laid down by law’;
- entitles data subjects to a ‘right of access to data’ concerning them, and the ‘right to have it rectified’;
- explicitly foresees that ‘[c]ompliance with these rules shall be subject to control by an independent authority’.

A high level of protection needs to be ensured not only under EU law, but also whenever personal data are transferred from the EU to a third country. When data transfers take place on the grounds that the recipient provides an ‘adequate level
of protection,’ this requirement needs to understood as meaning that in the third country is guaranteed a level of protection ‘essentially equivalent’ to EU protection.  

3.2. A framework in transition

The EU legal framework on privacy and personal data protection is currently primarily configured by Directive 95/46/EC (the ‘Data Protection Directive’) and Directive 2002/58/EC (the e-Privacy Directive), two instruments implemented across the EU by Member States’ national laws. The former will be soon replaced with a new Regulation, whereas the second is currently under review.

3.2.1. The Data Protection Directive

Directive 95/46/EC has been described by the EU Court of Justice as directly implementing the requirements of Article 8 of the EU Charter, and must be interpreted in this light. It has formally two main objectives: protecting the fundamental rights and freedoms of individuals, and ensuring the free flow of personal data among EU Member States.

The Data Protection Directive generally applies to any processing of personal data, including mere personal data collection. It describes the principles to be respected whenever personal data are processed, such as fair processing, purpose specification, accuracy, proportionality, confidentiality and security of data, and establishes that data cannot be kept in a form permitting identification of data subjects for longer than necessary for the purposes of the processing. It details the grounds on which the processing of personal data can be legitimately based, such as, for instance, the consent of the data subject or the need to process the data for the performance of a task carried out in the public interest. The Directive also specifies the information to be provided to data subjects, and sets out a right of access data and to have data rectified, erased or blocked, as well as the right to object to certain data uses.

Automated individual decisions, that is, decisions producing legal effects concerning individuals or significantly affecting them and which are based solely on the automated processing of data intended to evaluate certain personal aspects relating to them, such as their performance at work, creditworthiness, reliability, or conduct, are also generally prohibited, even if exceptionally allowed.

The Data Protection Directive incorporates a special regime for ‘special categories of data,’ upon which are explicitly mentioned ‘data concerning health.’ The processing of such data shall, in principle, be prohibited by Member States, but exemptions are possible. The processing of data concerning health shall notably be permitted when required for the purposes of preventive medicine, medical diagnosis, the provision of care or treatment or the management of health-care services, if processed ‘by a health professional’ subject to the obligation of professional secrecy or by other persons subject to an equivalent obligation. Processing data concerning health is also permitted when data subjects have given their explicit consent, or if necessary to protect the vital interests of an individual. Additional exemptions are notably possible for reasons of substantial public interest.
3.2.2. The General Data Protection Regulation (GDPR)

In 2012, the European Commission published a legislative proposal designed to replace Directive 95/46/EC with a General Data Protection Regulation (GDPR). The new instrument, which aims to strengthen individual rights and promote the efficiency of EU data protection rules, was adopted by the Council and the European Parliament on 27 April 2016, and will be applicable from 25 May 2018. As a Regulation, the new instrument will be directly applicable across the EU, and should as such robustly contribute to the harmonisation of national laws.

a) Advances

A series of GDPR provisions could have a positive effect on the reinforcement of individuals’ rights in relation to health privacy and wearables. In addition to general improvements such as a clarification of the territorial scope of application of EU data protection rules (particularly necessary taking into account the multinational nature of many of the commercial actors involved), the detailing of the requirements for valid consent, the introduction of ‘data protection by design’ and ‘by default’ as legal obligations, or the regulation of data breaches, must be mentioned:

- the definition of the category of ‘data concerning health’: regarded as a ‘special category of data’ the processing of which is generally prohibited, ‘data concerning health’ are defined in the GDPR as ‘personal data related to the physical or mental health of an individual, including the provision of health care services, which reveal information about his or her health status’, moreover, the GDPR’s preamble clarifies that the notion includes any data ‘which reveal information relating to the past, current or future physical or mental health status of the data subject’, such as information collected in the for the provision of health care services; identifiers used for health purposes; information derived from the testing or examination of a body part or bodily substance, including genetic data and biological samples; or any information on e.g. a disease, disability, disease risk, medical history, clinical treatment, or the actual physiological or biomedical state of the data subject independent of its source, such as e.g. from a physician or other health professional, a hospital, a medical device, or an in vitro diagnostic test;

- the incorporation a new transparency principle: personal data must be processed ‘in a transparent manner’ but additionally the controller shall provide the relevant information to data subjects ‘in a concise, transparent, intelligible and easily accessible form, using clear and plain language, in particular for any information addressed specifically to a child’;

- children are recognised as deserving ‘specific protection’: in this sense, when information society services are offered directly to children, the processing of data related to children below the age of 16 (or a lower age, but not below 13 years) shall only be lawful if authorised by the holder of parental responsibility; moreover, the balancing between the legitimate interests of data controllers or third parties with the interests of the data subjects shall take into account, when appropriate, the fact that the data subject is a child;
• a ‘right to data portability’ is expressly recognised: this right entitles data subjects to receive from data controllers personal data concerning them in a structured and commonly used and machine-readable format and have the right to transmit those data to another controller without hindrance;\textsuperscript{43} as such, it can help data subjects move from one service or platform to another;

• decisions based solely on automated processing, including profiling,\textsuperscript{44} which produces legal effects concerning them or similarly affects data subjects shall in principle not be based on special categories of personal data, such as data concerning health, unless the requirements for processing special categories of data are met and if suitable safeguards are in place; and

• data protection impact assessments will be compulsory prior to some data processing activities, in particular when is envisaged the ‘processing on a large scale of special categories of data’ such as data concerning health.\textsuperscript{45}

Even if the GDPR grants particular attention to detailing the requirements of the validity of individuals’ consent to the processing of their personal data, consent is not the only ground that can render lawful the processing of personal data as such (that is, personal data not falling under the ‘special category of data’). The different grounds that can render lawful the processing of personal data are listed in Art. 6 of the GDPR, and notably include, in addition to the possible consent of the individual, the fact that the ‘processing is necessary for the purposes of the legitimate interests pursued by the controller or by a third party, except where such interests are overridden by the interests or fundamental rights and freedoms of the data subject which require protection of personal data, in particular where the data subject is a child’.\textsuperscript{46}

The possibility of grounding personal data processing on the legitimate interests of the controller or of a third party are in principle not less protective of the interests of data subjects than consent, as it requires not only the existence of a legitimate interest, but also a balancing exercise by the controller, taking into account the weight of such legitimate interest and the interests and fundamental rights and freedoms of the individuals whose data are to be processed. In accordance with the principle of accountability, it is the responsibility of the controller not just to carry out such balancing, but also to be able to demonstrate the balancing exercise has taken place.\textsuperscript{47} The Preamble to the GDPR notes that the balancing shall notably take into consideration ‘the reasonable expectations of data subjects based on their relationship with the controller’, and always require a ‘careful assessment’.\textsuperscript{48}

b) Limitations and challenges

The upcoming GDPR, however, also includes some provisions that might negatively affect health privacy in the EU. Indeed, despite the recognition of ‘data concerning health’ as a ‘special category of data’ that shall in principle not be processed, the fact is that derogations allowing for their processing have seemingly expanded their reach.

In this sense, processing of ‘special categories of data’ shall for instance be permitted on the basis of the explicit consent of the data subject,\textsuperscript{49} but also if
'processing is necessary for the purposes of preventive or occupational medicine, for the assessment of the working capacity of the employee, medical diagnosis, the provision of health or social care or treatment or the management of health or social care systems and services on the basis of Union law or Member State law or pursuant to contract with a health professional',50 when the data are processed 'by or under the responsibility of a professional subject to the obligation of professional secrecy under Union or Member State law or rules established by national competent bodies or by another person also subject to an obligation of secrecy under Union or Member State law or rules established by national competent bodies.'51

Additionally, processing of such data will also be permitted if 'necessary for reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health or ensuring high standards of quality and safety of health care and of medicinal products or medical devices, on the basis of Union law or Member State law which provides for suitable and specific measures to safeguard the rights and freedoms of the data subject, in particular professional secrecy.'52 The GDPR Preamble clarifies that here 'public health' must be understood in light of Regulation (EC) No 1338/200853 as meaning 'all elements related to health, namely health status, including morbidity and disability, the determinants having an effect on that health status, health care needs, resources allocated to health care, the provision of, and universal access to, health care as well as health care expenditure and financing, and the causes of mortality.'54 This corresponds thus to a broad understanding of 'public health', the invocation of which appears makes possible to trump the general prohibition of processing of data concerning health. Nevertheless, Member States are free to maintain or introduce further conditions, including limitations, with regard to the processing of genetic data, biometric data or health data.55

Another way in which the invocation of health-related purposes might affect the level of protection of individuals is through scientific research. In this sense, the Preamble to the GDPR explicitly mentions that 'scientific research purposes should also include studies conducted in the public interest in the area of public health'.56 The GDPR itself does not clarify how could be determined the scientific dimension of such studies, which are potentially expanding: private companies are indeed increasingly inclined to position themselves as active in the field of ‘data sciences’, in line with a wider narrative of portraying Big Data as a new form of discovering knowledge.

This is significant because, despite formally supporting the ‘purpose limitation principle’, according to which personal data must be collected for specified, explicit and legitimate purposes and not further processed in a way incompatible with those purposes, the GDPR establishes that further processing of personal data for archiving purposes in the public interest, or scientific and historical research purposes and statistical purposes shall in principle not be considered incompatible with the initial purposes of the data processing.57 Furthermore, and despite the formal recognition of a ‘storage limitation principle’, according to which personal data must be kept in a form which permits the identification of data subjects for no longer than is necessary for the purposes for which personal data are processed, personal data may be stored for longer periods insofar as the data will be processed solely for archiving purposes in the public interest, or scientific and historical research purposes or statistical purposes, subject to the implementation of appropriate technical and organisational measures.58
Finally, ‘public health’ is explicitly mentioned as an ‘important objective of general public interest’ allowing EU and national laws to restrict most of the rights and obligations established by the GDPR.39

3.2.3. The e-Privacy Directive and its review

Directive 2002/58/EC is an instrument specifically concerned with particularising and complementing the Data Protection Directive for the electronic communications sector. As the Data Protection Directive is now to be replaced with the GDPR, the European Commission has launched the review of Directive 2002/58/EC, to bring it in line with the new instrument. A major open issue is the possible inclusion of some apps, in particular those providing for text messaging, under the scope of the future e-Privacy instrument; also on the table is the question of apps access to information on user’s devices.60 A public consultation on Directive 2002/58/EC and possible changes to the existing legal framework took place between April and July 2016; the results will feed the following steps by the European Commission, which may put forward a legislative proposal before the end 2016.

3.3. Two key distinctions

The described EU privacy and data protection legal framework is build upon two major legal distinctions. First, it distinguishes between ‘personal data’ and data that cannot be qualified as such. Second, it marks out ‘data concerning health’ as a ‘special category of data’ deserving special protection, raising the issue of how to delimit such notion.61

3.3.1. Personal / non-personal data

The EU right to the protection of personal data and its implementing laws apply generally to any processing of personal data. It is thus essential that all data relating to identified or identifiable persons effectively benefit from their protection. This encompasses data which have undergone pseudonymisation,62 and requires taking into account that data that are not, a certain point, ‘personal data’, could be considered as such at another moment, in other circumstances.

In any case, the processing of data falling outside of the category of ‘personal data’ might also have legal implications. The right to privacy is indeed a broad right, which protects individuals generally against interferences with the respect for their private life, regardless of the manner in which such interferences take place. The use of anonymous data or aggregated statistics does not guarantee as such compliance with EU fundamental rights requirements, which might still be impacted depending on which actions or decisions are taken.

3.3.2. Data concerning health / other data

If all ‘personal data’ are protected under EU personal data protection laws, some types of data are regarded as deserving even stricter protection.63 Data concerning
health’ is one of them. The delimitation of this notion is however a complex and often contested issue, with persistent disparate legal solutions surfacing at national level. The European Commission sought advice on the exact scope of the notion of data concerning health in relation to lifestyle and wellbeing apps from the Article 29 Data Protection Working Party, a consultative body bringing together representatives of all EU DPAs.

In its answer of February 2015, the Article 29 Working Party observed that should be considered ‘data concerning health’, first, all medical data, including any data generated by devices or apps used in a medical context even if not officially considered as ‘medical devices’. ‘Health data’ should actually, according to the Working Party, be envisaged broadly and in any case also include information about a person’s obesity, high or low blood pressure, hereditary or genetic predisposition, excessive alcohol consumption, tobacco consumption or drug use or any information where there is a scientifically proven or commonly perceived risk of disease in the future, as well as any case where are processed personal data to identify disease risks. In this sense, the Working Party argued that even seemingly innocuous, ‘low impact’ lifestyle data could come within the definition of ‘health data’ when tracked over time, in combination with other data, or transferred to other parties.

According to the EDPS, ‘lifestyle and well-being data’ should, in general, be considered health data whenever they are processed in a medical context or where information regarding an individual’s health may reasonably be inferred from the data, especially when they are processed by an application that aims to monitor the health or well-being of an individual, and this whether in a medical context or otherwise. In any case, data controllers have to be deemed as best placed to assess and, if necessary, anticipate, the qualification of data as ‘data concerning health’.

Some commercial actors tend to assert that the data collected by the wearable devices they support are not to be regarded as ‘data concerning health’ and thus do need to be submitted to the related stringent requirements. It is also a common idea in the field, however, that devices allowing to track weight, physical activity or heart rate might have a positive impact on the users’ health, and indirectly drive decreases in healthcare costs for society.

In November 2015, the Dutch DPA found an app launched by Nike to be in violation of data protection law. The app collected a variety of metrics and tracked sport activities of users over long periods, allowing the company to evaluate their users condition. This being data concerning health, the Dutch DPA insisted the processing was only possible if based on the ‘explicit consent’ of the users, which must be based on appropriate information. Users, however, were not properly informed about Nike’s data processing activities, and thus unable to provide any informed consent.

4. EU INSTITUTIONS AND MHEALTH POLICY

EU institutions have been developing an ‘eHealth’ (electronic Health) policy since the beginning of the 2000s in order to promote the cross-border, that is, intra-EU, provision of healthcare services. The notion of mHealth (mobile Health) surfaced in this context in reference to the promotion of medical and public health practices supported by mobile devices. In 2014, the European Commission launched a public
consultation centred on a Green Paper on Mobile Health\textsuperscript{75} with the aim of finding ways to unlock the potential of mobile health in the EU - digital-based healthcare is indeed regarded as a major opportunity for European business.\textsuperscript{76} One of the main findings of that consultation was the lack of trust in mHealth solutions. To tackle this problem, the European Commission decided to encourage the adoption of a Code of Conduct.

4.1. Code of Conduct on Privacy for mHealth apps

In March 2015 was thus launched the drafting of a Code of Conduct on Privacy for mHealth apps, led by the industry, with the European Commission acting as facilitator. It targets developers of mHealth apps, to whom it aims to provide easily understandable guidance on EU data protection rules. A first draft was made public in December 2015,\textsuperscript{77} and in June 2016 the consolidated Draft Code of Conduct on privacy for mobile health apps was formally submitted for comments to the Article 29 Data Protection Working Party.\textsuperscript{78} If the Working Party approves it, app developers would be able to sign it on a voluntary basis, thereby committing to its rules.

The Code focuses on apps processing personal data that encompasses ‘data concerning health’.\textsuperscript{79} However, it also refers, to ‘lifestyle data’, a category of data not recognised as such in EU data protection law (it is absent both from Directive 95/46/EC and from the GDPR), in order to argue that such ‘lifestyle data’ are not necessarily to be considered as ‘data concerning health’. Concretely, according to the Code, that would be particularly the case when so-called ‘lifestyle data’ constitute ‘raw data on an individual’s habits and behaviour that do not inherently relate to that individual’s health’.\textsuperscript{80}

This characterisation is particularly troubling from the perspective of EU data protection law, where the notion of ‘raw data’ also lacks any legal significance: data can be personal or not personal, concerning health or not concerning health, but there exists not special qualification for so-called ‘raw data’. More importantly, the definition appears to imply that in order to be regarded as ‘concerning health’ data might need to ‘inherently relate’ to an individual’s health,\textsuperscript{81} which is not a requirement stemming from Directive 95/46/EC, or the GDPR. The submitted Code of Conduct, therefore, brings in a confusing definition of ‘lifestyle data’ that relies on a seemingly distortive conceptualisation of ‘data concerning health’.

The Code pivots around the need for app developers to obtain the explicit consent of data subjects to the processing of data concerning their health.\textsuperscript{82} It notes the data subject’s consent must be ‘free’, but does not describe the conditions under which such freedom could be guaranteed, or how to reconcile such ‘free’ consent with the apparent imperative falling on app developers to obtain it. As a matter of fact, the Code seems to suggest that the requirement of ‘free’ consent means that users should be informed they are free not to use the app, but that using it requires their ‘free’ consent to the processing of (health) data.\textsuperscript{83} No particular consideration is given to the fact that potential users of health apps may easily be persons with actual or perceived health problems, putting them in a particular position in front of data requests.

More problematically, the Code advocates app developers could regard as ‘good practice’ the provision of ‘granular consent’, which it presents as meaning that the
consent of data subjects can be sought ‘during various stages of the use of the application’. Granular consent, in reality, has been supported by the Article 29 Working Party in the understanding that it entails that data subjects are presented with independent choices for different types of data processing, allowing them to consent to some while refusing others. Spreading the requests for consent over time does not particularly favour the free choices of data subjects, but might instead weaken their position, as for later requests for ‘free’ consent they will have already installed the app, started using it, and possibly even shared significant amounts of data that they might not know how to recover.

The GDPR foresees that Member States, DPAs, the European Data Protection Board and the Commission shall encourage the drawing up of codes of conduct ‘intended to contribute to the proper application’ of the GDPR, ‘taking account of the specific features of various data processing sectors and the specific needs of micro, small and medium-sized enterprises’. Such codes of conduct, if approved by a competent DPA, might be adhered by data controllers or processors not falling under the scope of the GDPR to provide appropriate safeguards within the framework of data transfers to third countries, if they make binding and enforceable commitments to apply them.

4.2. EDPS initiatives

The EDPS is a DPA advising EU institutions on policies and legislation that affect privacy and personal data protection. In relation to mHealth apps and devices, the EDPS has notably stressed the importance of the data minimisation principle. The EDPS also identified as a key problem the scarcity of appropriate, privacy-respectful tools and practices available for the development of mHealth devices and apps, and announced work on these matters through the Internet Privacy Engineering Network (IPEN), an initiative founded in 2014 to encourage cooperation between engineers and legal and regulatory experts.

The EDPS has also recently set up an Ethics Advisory Board to provide advice on future challenges related to data and technology, and declared that the Ethics Advisory Board will be supported by experts with specific knowledge in areas such as health.

5. CONCLUDING REMARKS

The progressive adoption of wearables triggers critical challenges for health privacy. In EU law, this translates into specific pressure on the fundamental rights to privacy and to the protection of personal data. The recently adopted GDPR provides a series of elements that might reinforce the level of protection of individuals, but important issues remain unresolved. Three must be highlighted.

First, a key issue is making sure that all the different actors potentially involved in the (further) processing of data concerning health generated by wearable technology are effectively engaged in privacy and personal data protection compliance. Whereas providing guidance to app developers or enlarging their technological choices might be a good starting point, the fact is that the main privacy problem
of wearables are to some extent not wearables as such, but their integration in wider data ecosystems. This needs to be acknowledged and addressed, recognising the limitations of upstream mechanisms such as 'data protection by design' or 'by default' in scenarios where the major threat are downstream data practices.

Second, and although the GDPR openly concedes that children ‘merit’ specific protection, the EU legal framework still lacks provisions that would effectively provide such merited specific safeguards. This problem is particularly acute in the wearable field, as children might find themselves at the first line of data collection, in many occasions as the result of deliberate decisions or actions of their parents - who cannot be regarded, in these circumstances, as a reliable source to consent to, or refuse, subsequent data processing practices in their name.

Third, and finally, EU policy seems to be advancing towards a situation where would coexist a particularly narrow construction of the notion of ‘data concerning health’, that is, of the data formally granted special protection due to their sensitive nature, and a tendency to broaden the grounds that allow for (further) data processing activities for health-related purposes. This may give rise to undesirable gaps, as the incentives to engage in (further) health-related processing are many, whereas the cases in which the sensitive nature of health-related data represents an effective obstacle to its processing may become increasingly rare.

Most importantly, this parallel trend of simultaneously trying to narrow the scope of protection (notably putting pressure on the contours of the notion of ‘data concerning health’) while expanding the reach of permissible exemptions (widely supporting data processing in the name of science or health) goes against key basic principles enshrined in the case law of the EU Court of Justice, which is grounded in the fundamental rights dimension of EU personal data protection. In this sense, the Court of Justice has repeatedly emphasised that EU personal data protection law needs to be interpreted as to guarantee the ‘effective and complete protection of data subjects,’ which demands a broad interpretation of the notions delimiting its scope of application, and a narrow circumscription of its limitations.
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APPENDIX B

Analysis of Wearable Privacy Policies

The privacy policy format has not changed much over the past decade. We examined some of the leading wearable providers’ privacy policies (including those of Under Armour, Fitbit, WebMD, Walgreens, Misfit, Samsung, Google, and Apple). While we did not look at the actual data flows or attempt to assess the veracity of the disclosures or otherwise gauge the impact of these described practices, we did analyze the claims made to consumers.

Wearable device companies, and their affiliates, use privacy policies to reassure consumers that the data gathering is designed to benefit them. Misfit’s privacy policy, for example, states that “The information we collect helps us provide you a meaningful and customized experience while using Misfit products and services.... Our goal is to help you live a healthier, more fulfilling life outside of and within your home.” It then continues to list 17 different uses, among them to “develop and improve marketing and advertising for the Services and partner services....” Under Armour promises that “our mission is to make all athletes better through passion, design, and the relentless pursuit of innovation.” Fitbit says that it “designs products and tools that track everyday health and fitness to empower and inspire users to lead healthier, more active lives.” Google’s privacy policy, similarly, notes that “We collect information to provide better services to all of our users....”

Few privacy notices described their companies’ business models, including their means of revenue generation, so that an individual would be better able to understand the data-sharing agreement they are being asked to make. Fitbit, for example, claims that “We’re not in the data business, we’re in the fitness business.” Under Armour’s policy doesn’t reflect what it tells advertisers, to whom it boasts of its “amazing platform,” “connecting millions of users on their individual journeys,” and that marketers will enjoy “Unlimited reach, regardless of technology” and “Access to the world’s largest user base.”

These policies often assure consumers that the information being collected is either obscured or does not reveal any of their personal details. “Information that is anonymous, aggregate, de-identified, or otherwise does not reveal your identity” is how Under Armour explains it. No privacy policy we looked at warns of the ease with which data are re-identified, or the power of inference and the risks to individuals and groups stemming from such data-processing techniques. But we know that data miners can make assessments about a person that go beyond the data the individual has agreed to provide. By mining data about “people like you,” a range of attributes can be inferred about you that are outside any decisional regime of individual control on which these privacy policies rely.

Rather than being transparent about these risks, the privacy policies we examined often embrace taking advantage of de-identified data. Misfit’s privacy policy,
for example, states that “Our use and disclosure of aggregated and/or de-identified information is not subject to any restrictions under this Privacy Policy, and we may disclose it to others without limitation for any purpose.”

WebMD confirms that non-personal information “means information that we cannot use to identify or contact you,” but points out that its partnering third parties collect non-personal information about “your usage of the WebMD Web Sites, including which health topics you have viewed,” and use this information to deliver advertising on WebMD and other sites. WebMD then refers the user to these third parties’ own policies (e.g., Google and Facebook) for more specific privacy information.

All of the privacy policies we examined (except for Google’s) fail to define clearly what they consider to be “sensitive data.” Most do not alert the user about the inherent risks of collecting the most intimate details of a person’s bodily functions, for example; nor do they explain that this highly sensitive data, in the wrong hands, could be used to make important inferences and decisions about a user that could affect that person’s employment or insurance status or otherwise limit one’s life choices.

The privacy policies of two of the companies in our analysis are noteworthy for some of their positive features. Google, for example, handles “sensitive personal information” differently from other players (sharing with third parties “information relating to confidential medical facts, racial or ethnic origins, political or religious beliefs or sexuality” only with opt-in consent), and specifies “sensitive categories” (“An advertising category may be sensitive if it relates to topics such as race, religion, sexual orientation, or health”). Google also states that it does not “associate an identifier from cookies or similar technologies” with sensitive categories, and, importantly, imposes a “similar policy on” its advertisers. How users can make sense of this information (determining, for example, how narrow the definition of “confidential medical facts” might be, or what Google considers to be “health related”) and how Google verifies these claims, are left unspecified.

Apple has taken a corporate position on consumer privacy that departs from most other players, by adopting a strict set of practices for ensuring that users’ data are kept on the mobile phone, Apple Watch, or other device, and making it impossible for outsiders to access that data. As explained in Apple’s online privacy page,

The Health app lets you keep all your health and fitness information under your control and in one place on your device. You decide which information is placed in Health and which apps can access your data through the Health app. When your phone is locked with a passcode or Touch ID, all of your health and fitness data in the Health app—other than what you’ve added to your Medical ID emergency card—is encrypted with your passcode. You can back up data stored in the Health app to iCloud, where it is encrypted while in transit and at rest.

Because of Apple’s strong protection of consumer privacy, the Electronic Privacy Information Center (EPIC) honored Apple CEO Tim Cook last year at the organization’s yearly Champion of Freedom event, where Cook declared his affirmation that “privacy is a fundamental right.”

Most websites we reviewed point out that they do not share personally identifiable information with third parties for marketing purposes. WebMD, for example,
states that “WebMD does not make your Personal Information available to third parties for their marketing purposes without your consent,” and otherwise limits the sharing to a few exceptions. While it might appear as an important concession, it is in fact in the company’s best interest (and reflects the online marketing industry’s overall business model) to limit its sharing, so that it can most effectively monetize its data assets. Rather than give away its data, companies market on behalf of third parties and serve third-party ads or otherwise let third parties make use of the information without actually sharing it with them. The ultimate outcome for the user, however, is the same as if the data had been shared. In the financial services world this practice is referred to as “constructive sharing,” since the result is often the equivalent to having shared the data.15

The policies generally explain that the data provided by the user will be supplemented by data from third-party entities. Google mentions “information we obtain about you from partners,” while Apple seems less clear on this point, simply stating, “They [Apple and its affiliates] may also combine it with other information to provide and improve our products, services, content and advertising”—although the nature of that “other information” is not specified. Misfit’s policy states in neutral language that it will supplement its data with third-party data sources to “improve” products and services: “We may get personal information about you from other sources. We may add this information to the information we have already collected from you in order to improve the products and services we provide.”16 Similarly, Under Armour says that “we may obtain demographic information about you from reputable third-party sources to help us improve our communication with you, give us better consumer insight into your needs and improve our business....”17 And elsewhere Misfit states, “To combine wearable expertise with technology and design expertise from world-class partners, Misfit works with partners to build and bring you unique wearable experiences.”18 Similarly, Fitbit’s privacy policy says that “We use...third-party data analytics platforms to improve the Fitbit Service in a variety of ways:...”19 Such enhanced data are generally not candidly explained, however.

Similarly misnamed are the references to “choice” in these privacy policies. Fitbit believes “that consumers should exercise choice,” and Under Armour “provide[s] you several ways to manage your privacy settings.” The various levels of engagement required for an individual to exercise these “choices,” however, are staggering, and it is no surprise that U.S. consumers feel overwhelmed rather than in control of exercising meaningful choice.20 Once a rational user understands both a privacy policy and a company’s data practices, and once this person has decided to engage in a particular activity in the first place, she still has to make a series of additional “choices” that often require studying other, third-party disclosures.21 She has to set her privacy “choices” for social networking sites, for (third-party) advertising cookies, interest-based advertising, site analytics, for the use and sharing of location data, and possibly for the in-app sharing of data. And none of this is facilitated via a user-friendly interface. (Google, for example, lists seven bullets on the “transparency and choice” topic, each with individual links.)

For the most part, then, users are left to their own devices in figuring out what kind of value exchange they are about to enter into, and if they, their peers, and society at large will be better off as a result. Many consumers, enticed by convenience and promises of having their data protected, may unwittingly permanently consent to give away their highly sensitive data.
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**APPENDIX C**

**Recent Federal Privacy Initiatives**

The White House recently warned that "massive data collection, processing, and retention in the digital era" has challenged the country’s approach to privacy. The administration’s National Science and Technology Council’s “National Privacy Research Strategy” report, in bold language, explained that the vast increase in the quantity of personal information that is being collected and retained, combined with the increased ability to analyze it and combine it with other information, is creating valid concerns about privacy and about the ability of entities to manage these unprecedented volumes of data responsibly. When information about people and their activities can be collected, analyzed, tracked, and repurposed in so many ways, it can lead to crime, discrimination, unauthorized and inadvertent disclosure, embarrassment and harassment, social stigma, inappropriate decisions, and other outcomes that may disadvantage them. That such possibilities exist can create a chilling effect on people’s behaviors, which can be a significant harm in itself. A key challenge of this era is to assure that growing capabilities to create, capture, store, and process vast quantities of information will not damage the core values of the country.

The report also acknowledged the critical role that protecting the data rights of individuals plays and the consequences for not doing so: “Privacy creates opportunities for political expression and choice. Privacy protections also provide a space for negotiation between consumers and businesses about data practices. When privacy is not protected, individuals and society suffer from harms, such as erosion of freedom, discrimination, loss of trust in institutions, or reduced innovation from self-censoring by the population.”

The White House report recognized that “the progress of privacy understanding and protection has not kept pace with the exponential increase in data collection, processing, and storage, and the resulting risks to privacy.” It also acknowledged the “complex and dynamic ecosystem” for consumer data that includes the collectors, who may or may not have a relationship with the individual; data brokers, who buy, repackage, and sell collected information; analytics providers, who create systems for processing such information; and data users, who make decisions based upon the analytics. The plummeting cost of storage has allowed organizations to collect large amounts of data and save the data in long-term repositories, making such data available for unanticipated future use. Meanwhile, there is a growing array of always-on consumer devices, environmental sensors, and tracking technologies designed to collect, process, and archive information continuously, often without the individual knowing exactly what is being collected about him or her and how it will be used.
The Obama administration’s privacy framework “has been guided” by FIPPs, “supplemented by the concept of “respect for context.” The role of context in privacy “creates a challenge for designing privacy-protecting systems because people will consider privacy from varied viewpoints, may use diverse terminologies to express their privacy concerns, perceive privacy-related harms differently, and vary their privacy requirements with circumstances.” The report also recognized the limits of the “traditional notice and choice framework,” explaining that

privacy notices that are sufficiently detailed become too long for individuals to read and give meaningful consent, while notices that are phrased broadly in order to cover all anticipated future uses lack sufficient details for consent to be meaningful.... Today, there are so many organizations seeking to collect and use information that individuals realistically do not have the ability to evaluate each collection notice and associated data use.... Today, many data collectors disclose their data practices through privacy policies. Public posting of privacy policies promotes data collectors’ accountability for their practices; however, privacy policies are often difficult to locate, overloaded with jargon, and ambiguous or open-ended in their meaning, rendering them confusing and even incomprehensible.... The burden on individuals to read and understand these policies is further compounded in the mobile context where, because of the small size of the device, a privacy policy may be spread out over 100 separate screens. 

The report also raised the issue of the rapidly emerging Internet of Things: “Looking forward, as surroundings are increasingly instrumented with sensors that continuously collect data in domains such as transportation, environmental control, or public safety, protecting privacy through existing disclosure mechanisms may be even more challenging. Better solutions are needed to support the various purposes of transparency, for consent and choice for individuals and for oversight by regulators.”

Federal privacy experts and scholars also acknowledged that “A full treatment of privacy requires a consideration of ethics and philosophy, sociology and psychology, law and government, economics, and technology.... Privacy can be defined in multiple ways, depending on whether one highlights aspects such as solitude, confidentiality, the control of dissemination of personal information, the control of one's identity, or the negotiation of boundaries of personal spaces. Indeed, privacy definitions and characterizations continue to evolve and are an open research question.

The White House privacy technology experts raised important concerns about the use of anonymization as an effective way to protect consumer privacy, noting that “As more information about individuals is retained and made available, data analytics can often be used to link sensitive information back to individuals, despite efforts to anonymize data. This situation creates opportunities for personal information to be misused.” (It said that there are other more robust technical methods for anonymization, but they “come at a cost in the utility of data.”)

The role that “classifying and predictive algorithms” increasingly play as part of the growth of data collection and analysis was also raised, reflecting the White House acknowledgement of Big Data’s potential to facilitate discriminatory or unfair practices. They noted that these algorithms “can create privacy issues when the information used by algorithms is inappropriate or inaccurate, when incorrect
decisions occur, when there is no reasonable means of redress, when an individual’s autonomy is directly related to algorithmic scoring, or when the use of predictive algorithms chills desirable behavior or encourages other privacy harms.”

The Obama administration has called for more research that will “help bridge the gap between statements of principles and effective implementation in information systems.” Only $80 million was spent on privacy research by the federal government in 2014, compared to the $3.9 billion spent overall for “Networking and Information Technology Research and Development.” The new research strategy calls for multidisciplinary work, including on regulatory approaches to “understand how the adoption of privacy protections is advanced or impeded by policy and regulatory factors, organizational and business aspects, market competition, and economic and social incentives or disincentives. Multidisciplinary research is needed to gain insight into whether and when privacy protections are addressed best technologically or through ethics and policy, or some combination of all methods.” It also calls for research that “include techniques for assessing the emergence, codification, and revision of societal practices, attitudes, and beliefs regarding privacy and harms from privacy events. Addressing these issues must involve technological, behavioral, economic, cultural, social, educational, psychological, ethical, and historical perspectives and related analyses.”

The 2015 report, “Connecting Health and Care for the Nation: A Shared Nationwide Interoperability Roadmap,” released by the HHS’s Office of the National Coordinator for Health Information Technology (ONC), also included a framework for privacy protections. The country’s goal is to have “a learning health system where individuals are at the center of their care; where providers have a seamless ability to securely access and use health information from different sources; where an individual’s health information is not limited to what is stored in electronic health records, but includes information from many different sources (including technologies that individuals use)...and where public health agencies and researchers can rapidly learn, develop, and deliver cutting edge treatments.” Between 2021-2024 the U.S. should have a national and interoperable “learning health system, with the person at the center of a system that can continuously improve care, public health, and science through real-time data access.” “Privacy Protections for Health Information” are addressed in the roadmap, which include the HIPAA Privacy Rule, the FIPPs-based “Nationwide Privacy and Security Framework,” various other federal and state laws and private-sector approaches. The ONC explains in its roadmap that in a “learning health system” personal health information can be used without “express individual permission” (meaning consent) if it’s to be used for “treatment, payment and healthcare operations” (called TPO). (ONC has a number of privacy-related initiatives and workgroups).
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