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EXECUTIVE SUMMARY

The Facebook whistle blower revelations in 2021 have reverberated across the tech industry, amplified by a succession of congressional hearings, intense press attention, and rising pressures from abroad; all of these developments have triggered a flurry of activity from the social media industry. This report provides an overview of the major tech companies and their popular platforms, focusing on the relationships between their business operations and their child-protection policies.

The report is divided into five sections: 1) a summary of the major strategies that tech companies have developed to address problematic content, with a focus on content moderation and brand safety; 2) brief profiles of five of the leading social media platforms—Instagram, Snapchat, TikTok, Twitch, and YouTube—that attract large numbers of young people, focusing on how these companies—and the industry as a whole—have balanced the platforms’ goal of maximizing profits from young people, with the necessity of responding to regulatory, political, and public pressures over their content, advertising, and child-safety operations; 3) a discussion of the implications of our research for child advocates; 4) a brief survey of current U.S. regulatory and policy proceedings that could present opportunities for strengthening youth safeguards; and 5) a framework and strategy for ensuring that the technology industry promotes the health, safety, and wellbeing of young people.

The following are key highlights:

- In the largely unregulated tech industry, social media companies have developed a multiplicity of strategies and tactics, mobilizing the full spectrum of content-moderation systems, corporate responsibility operations, and other institutional mechanisms to demonstrate that they are capable of policing themselves.

- Brand safety has become increasingly central to the functioning of the technology industry, not only providing protection for advertisers, but also serving as an essential safety valve for tech companies that have found themselves under fire for their failure to police harmful content and user behavior on their platforms. Brand-safety systems are largely automated, and often operate on an industry-wide scale, though the major tech platforms have also developed their own internal brand-safety operations. Within the last few years, the advertising industry has established an expanding infrastructure of specialized companies, technological tools, software systems, and global consortia that now operate at the heart of the digital economy. Today’s ubiquitous brand-safety apparatus enables the most powerful marketers to have a much greater influence over tech platforms, operating a highly sophisticated surveillance system that can determine instantaneously which content can be monetized and which cannot.

- Social media platforms are now placing greater emphasis on safeguards for teens, after decades of downplaying concerns over adolescent vulnerabilities in the online environment, and resisting legislative efforts to extend privacy protections to young people over the age of 12. The new teen-safety features are a response not only to rising controversies over social media’s harmful impacts on teen users, but also to several recent U.S. and international policy developments that are affecting the operation of global tech companies, including efforts to extend protection to older youth under the Children’s Online Privacy Protection
Act (COPPA); the EU’s General Data Protection Regulation (GDPR), adopted in 2018, which identifies a person under age 18 as a minor and thus deserving of special protections; and the UK’s implementation of its Age Appropriate by Design Code to protect young people online.

**Social media platforms are building automated guardrails onto the navigation experience to structure and constrain teen interactions online.** While these kinds of defaults are not new, they have become much more widespread in response to recent pressures on the entire social media industry over how its operations are negatively affecting the mental health of teens. Though they are a significant improvement, they also raise some important questions and concerns. For example, they appear to draw from the same arsenal of AI and other granular forms of surveillance, data analysis, and microtargeting that the industry has perfected for targeting teen users with marketing and advertising. To what extent are these two functions intertwined? Does the use of these safety tools expand the collection and use of data on teens?

**Some of these safety systems also raise questions about equity.** Are all teens equally affected by these tools, or might there be disparate impacts depending on gender, race, language ability, socioeconomic status, or other factors? For example, a number of the safety defaults are based on the assumption that parents and caregivers are in the best position to protect their own children from child sexual abuse material, predation and other harms. Yet this is not the case for all young people. There is research evidence that a significant percentage of child sexual abuse images is produced by family members or close, trusted adults. Will the new safety tools protect these children or do them further harm? Children in low-income families may be at even greater risk.

**Social Media Platform Safeguards for Whom?**
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Advertisers are a powerful force in the entire digital media ecosystem, yet their increasingly influential role in content decisions has remained largely absent from the public debates over children and the internet. The industry has established an expanding set of institutions, policies and technologies that are shaping the operations of the leading platforms and publishers, continually fine-tuning these systems to minimize risks while maximizing monetization. Can the affordances of the brand-safety complex, including ad targeting and analysis, be used to assess CSAM and other harmful content more effectively? How well do the current mechanisms work? The child-safety field needs to have an assessment of the investment and technology-deployment decisions platforms are making in AI and other content-recognition technologies. How are they being implemented in the emerging metaverse, and to what effect? There are also a number of fault lines and conflicts within the industry that could create opportunities for child advocates to press for better protections on behalf of young people.

**Even with the tech industry’s recent moves toward greater transparency, most of the operations inside these social media companies remain hidden from public view, leaving many questions about how the various safety protocols and teen-friendly policies actually function.** For example, how well and in what ways do brand safety, content moderation, and by-design navigation tools work hand in hand? How much control do advertisers have over content? What kinds of responsibilities are being assumed by other participants in the online social media ecosystem? A key question
is whether the platform and online industry commitments to making the internet safer for advertisers is a more comprehensive and economically supported effort than what the companies do with content moderation and other efforts related to the safety of youth. Does brand safety overshadow child-safety efforts, given that the former’s role is to enable successful ongoing revenue generation from advertisers? Are current brand-safety systems effectively preventing the monetization of CSAM-related sites?

The most effective way to ensure greater accountability and more meaningful transparency by the social media industry is through stronger public policies. We are now witnessing an unprecedented political environment, in which policymakers on both sides of the aisle are calling for government safeguards to protect children. At this point, there is strong interest in Congress for policies that would address three major areas related to the tech industry’s relationship to young people: updating the Children’s Online Privacy Protection Act (COPPA); instituting new design requirements to govern how young people interact with social media and other digital platforms; and strengthening safeguards against CSAM and other sexual abuse practices, which includes reforming the immunity protections that tech companies now have under Section 230 of the Telecommunications Act. While versions of these bills have been introduced in prior Congressional sessions, some elements are new and others have been retooled and updated in light of recent controversies in the tech industry.

Tech policies in the U.S. have traditionally followed a narrow, piecemeal approach to addressing children’s needs in the online environment, providing limited safeguards for only the youngest children, and failing to take into account the holistic nature of young peoples’ engagement with the digital media environment. Thus there is a need for more comprehensive and integrated policies that combine privacy protections, advertising and commercial surveillance safeguards, with child safety and CSAM protection. This will require a strategic effort that brings together the diverse constituencies working on behalf of youth in the online media. Because the impacts of digital technologies on children are so widespread, efforts should also be made to broaden the coalition of organizations that have traditionally fought for children’s interests in the digital media to include groups representing the environment, civil rights, health, education, and other key stakeholder communities.

As part of a long-term strategy, all stakeholders concerned about young people should work together to identify the kinds of outcomes we wish our children to experience from the online media culture. One approach would be to draw from the field of positive youth development, which calls for an “enabling environment” for young people, one that “supports their assets, agency, access to services, and opportunities, and strengthens their ability to avoid risks and to stay safe, secure, and be protected and live without fear of violence or retribution,” and that “encourages and recognizes youth, while promoting their social and emotional competence to thrive.” Though this concept was not devised specifically for digital technologies, its principles and goals could become key pillars in a framework for a “digital enabling environment” for young people. The framework should also be rooted in the recommendations adopted by the United Nation’s Convention on the Rights of the Child (UNCRC), declaring that the rights of “every child” around the world must be “respected, protected and fulfilled in the digital environment.” In addition to addressing the needs of the individual child, we must also take into account the unique experiences of the United States as a nation, ensuring that digital technologies produce equitable outcomes and enable equal opportunity for specific groups of young people, including those from marginalized socio-economic and ethnic backgrounds.
INTRODUCTION

In September 2021, former Facebook employee Frances Haugen appeared before Congress to testify about the company’s internal research on how its Instagram photo-sharing app negatively affected the mental health of teens. The explosive revelations cast a rare spotlight on the internal operations of the powerful social media platform. A series of articles based on the documents that Ms. Haugen released to the news media revealed how Facebook had conducted a relentless behind-the-scenes campaign to push its services further into children’s lives, amassing an expanding trove of internal research to probe the deep emotional states of its youth users, including those under the age of thirteen, who are not officially allowed on Instagram. In widely publicized hearings, members of Congress from both sides of the aisle expressed outrage at Facebook’s actions, and leveled criticism more broadly at the entire technology industry. Senator Richard Blumenthal (D-Conn.) charged Instagram and other social media with creating “addictive” platforms that are exacerbating the mental health crisis among young people through powerful algorithms that “exploit and profit from children’s insecurities and anxieties.” Representative Ken Buck (R-Colo.) accused Facebook of lying, and declared that “Big Tech has become the new Big Tobacco.”

Facebook subsequently changed its corporate name to Meta, ostensibly to reflect more accurately the future of digital media, which is evolving into an all-encompassing “metaverse,” described as “the next evolution of social connection,” dominated by virtual reality, augmented reality, and other immersive technologies. But the brand shift will likely not release Facebook/Meta from the controversies that have surrounded the company since it was launched in 2004. The most recent incident is emblematic of an ongoing, inherent conflict that will likely persist as the digital media culture evolves.

Since the beginning of the internet era, children and youth have been a key demographic target for the tech industry, valued for their role as early adopters of technology, and highly sought by advertisers because of their lucrative spending power. The recent revelations from the “Facebook Files” illustrate just how valuable young people are to online platforms. As reported in October 2021, the loss of teens by Facebook in recent years was considered an “existential threat” because of the importance of young people to user growth. Consequently, in 2018, Facebook “earmarked almost its entire global annual marketing budget to targeting teenagers, largely through digital ads.” The document revealed that Facebook was especially concerned about reaching 13-15 year-olds. Facebook’s spending to promote Instagram was said to be $390 million a year, most of it designated to attracting teens. Teenagers are key to social media spending and help make up the $150 billion in “collective buying power” for the “Gen Z” cohort, according to eMarketer.

Tech companies specifically design many of their platforms and services to tap into the psychological, social, and emotional needs and experiences of adolescents, who are considered important trend setters for influencing how the broader public will engage with digital media. As children and teens have eagerly embraced a growing number of social media,
gaming platforms, and mobile apps, commercial imperatives have shaped the structures and operations of their digital experiences. But many of the same technological features that make digital platforms both attractive to young people and lucrative for advertisers are also jeopardizing their privacy, targeting them with manipulative marketing techniques, and subjecting them to inappropriate content, cyberbullying, sexual predation, and other harms. These features include, for example, user-generated content, livestreaming video, and algorithms that demand constant attention, foster engagement, and promote sharing.

Among the risks that young people encounter when they are online is exposure to child sexual abuse material (CSAM). Though much CSAM activity takes place on the "dark web," a good deal of it occurs on mainstream social media platforms.¹ The leading platforms are required by federal law to report child sexual abuse material to the National Center for Missing and Exploited Children's CyberTipline, the problem has only gotten worse, expanding exponentially over the last two decades.² While all of the leading platforms are required by federal law to report child sexual abuse material to the National Center for Missing and Exploited Children's CyberTipline, the problem has only gotten worse, expanding exponentially over the last two decades.³ As online child sexual exploitation continues to rise at alarming rates, purveyors of CSAM are tapping into a growing number of commercial digital media platforms and applications that attract large numbers of youth. Among them are Amazon's gaming site, Twitch; Facebook's Messenger, WhatsApp and Live services; Google-owned YouTube; and video-sharing app TikTok.⁴ Except for being subject to a handful of legal requirements, the technology industry in the U.S. has been allowed to evolve and grow without any comprehensive policies to guide its development. Although privacy and data-protection laws—including both the General Data Protection Regulation (GDPR) in the EU and the Children's Online Privacy Protection Act (COPPA) in the U.S.—have placed some limits on advertising and data practices, including those that target young children, these policies have done little to slow the growth of today's expansive and sophisticated digital marketing operations.⁵ The pandemic, moreover, triggered a dramatic increase in young people's engagement with digital media, driving up profits for social media, gaming platforms, streaming services, and other tech companies, while exacerbating the risks for youth. Over the years, individual companies have introduced a series of corporate measures designed to assure parents, advertisers, investors, and regulators that children are safe when engaging with their products and services. However, all of these self-regulatory initiatives have been piecemeal, sometimes sparked by controversy, and frequently designed to offer only the most limited degree of protection, deflecting criticism while ensuring that commercial operations will proceed unimpeded.

The Facebook whistleblower controversy erupted amid a growing tech-accountability movement, with policymakers, the news media, and civil society organizations taking aim at the powerful technology giants over
a growing spectrum of issues—from enabling widespread distribution of disinformation campaigns and hate speech, to inadequate protections against sexual predation and exploitation, to anti-competitive behaviors in the marketplace. U.S. policymakers in Congress and at the Federal Trade Commission (FTC) are placing greater scrutiny on the operations of these companies, introducing legislation, proposing regulatory policies, and holding hearings. A number of bills have been introduced in Congress, including several that would specifically protect young people. Some state regulators are passing their own laws. And policymakers in Europe and the UK are instituting new regulations on the design and operations of social and other digital media platforms, which are reverberating globally.

We have been tracking the growth of the digital marketplace for more than 25 years, closely following the incredible expansion of the technology industry and its increasingly sophisticated advertising, data-collection, and marketing apparatus. We have now also extended our analysis of the digital marketplace to include how the tech industry has addressed CSAM and other child-safety issues. In the following pages, we will summarize what we have learned about the major tech companies and their popular platforms, focusing on the relationships between their business operations and their child-protection policies. We have undertaken this recent examination within the context of the larger set of developments that are influencing the tech industry, and through the lens of our longstanding expertise in digital practices related to children and youth.

In response to the increasing pressure over their failure to address a litany of problematic content, social media companies have promised to make their content-moderation and safety practices less obscure, opening “transparency centers” and publishing a series of transparency reports. While we have been able to learn something from these reports, the documents are often selective in what they choose to reveal, and are often strategically framed with the goal of assuring policymakers that there is no need for government intervention or regulation. Fortunately, the tech-accountability movement has resulted in greater press coverage of the industry’s otherwise hidden operations. Civil society organizations are also playing a role in closely monitoring tech company practices. In order to develop a clearer and more accurate portrait of these companies, we have relied on news reports, trade articles, and industry analyses. In addition, we have drawn from our own experiences interacting with some of these corporations and observing their operations at close range during meetings and negotiations over youth policies and practices. Though our information may be limited, we are able to identify some patterns, themes, and issues that advocates can use in their ongoing efforts to ensure that adequate safeguards are in place to protect young people.

This report is divided into five sections: 1) We first provide an overview of the major strategies that tech companies and their social media platforms have developed to address problematic content, with a focus on content moderation and brand safety, both of which have become central tools in handling issues related to child sexual abuse and youth protection. 2) We then present brief profiles of five of the leading social media platforms that attract large numbers of young people: Meta-owned Instagram; Snapchat; TikTok; Twitch; and YouTube. Our focus is on how these companies—and the industry as a whole—have balanced the platforms’ goal of maximizing profits from young people, with the necessity of responding to regulatory, political, and public pressures over their content, advertising, and child-safety operations. 3) We discuss the implications of our research for child advocates, and suggest some questions for further investigation, along with interventions for holding the technology industry more accountable to children and teens. 4) Our next section briefly covers current U.S. regulatory and policy proceedings that could present opportunities for strengthening youth safeguards. 5) Finally, we suggest a framework and strategy for ensuring that the technology industry promotes the health, safety, and wellbeing of young people.
CONTENT MODERATION AND BRAND SAFETY SYSTEMS ON SOCIAL MEDIA PLATFORMS

Content moderation and brand safety are two of the major strategies that the tech industry employs to deflect external criticism, protect advertisers, and pre-empt government regulation. While each of these internal functions has developed separately, they have become increasingly integrated, and have expanded in response to rising pressures on the industry in recent years. Today, they are part of a growing, industry-wide, largely automated, tech-safety apparatus, which operates throughout the social media ecosystem.

CONTENT MODERATION

Under Section 230 of the Telecommunications Act of 1996, social media companies, also known as “information intermediaries,” cannot be held liable for the content posted by their users. At the same time, they are not simply neutral conduits, but do maintain the power to police user-generated content that violates their policies. “If an intermediary does police what its users say or do, it does not lose its safe harbor protection by doing so,” explains scholar Tarleton Gillespie, whose book, Custodians of the Internet, is the most comprehensive study to date of content moderation in the technology industry. As he explains, the legislative language was carefully crafted “so that the safe harbor would not create legal jeopardy for intermediaries that chose to moderate in good faith, by making them more liable for it than if they had simply turned a blind eye.”

Content moderation has evolved from the early formative period of the internet, when volunteers in online chat rooms assumed responsibility for monitoring conversations in order to report any content considered “offensive.” Today’s operations are large, highly complex, sophisticated enterprises, employing not only full-time “Trust and Safety” professionals, but also “temporary crowdworkers, outsourced review teams, legal and expert consultants, community managers, flaggers, admins, mods, superflaggers, nonprofits, activist organizations and the entire user population.” Many of these workers are hired as independent contractors by third-party companies, such as Amazon’s Mechanical Turk, Upwork, Accenture, and TaskUs. The dramatic expansion of content-moderation systems is directly tied to the social media industry’s business model. “On Facebook alone,” explained a recent article by NYU’s Stern Center, “more than three million items are reported on a daily basis by users and artificial intelligence screening systems as potentially warranting removal. This degree of volume didn’t happen by accident; it stems directly from Facebook’s business strategy of relentlessly pursuing user growth in an effort to please investors and the advertisers that are the company’s paying customers.” What began as a set of one-page moderation policies in the early days of the social media network has evolved into a 15,000-word document that “remains the basis of the company’s publicly available Community Standards, which have been amended many times over the years.” During the huge controversy triggered by the Cambridge Analytica scandal in 2016, Facebook increased the number of its content moderators by two-thirds, although most of them

The dramatic expansion of content-moderation systems is directly tied to the social media industry’s business model.
were outsourced. Today, its content moderation takes place at 20 sites worldwide.

Though individual companies operate independently of one another, their approaches to content-moderation have been quite similar. Policies and practices are ostensibly based on terms of service, community guidelines, and other public materials. However, “there are real differences between the rules these companies post and the decisions they end up making, case by case, in practice,” explains Gillespie. Rather than engaging in the kind of pre-publication editorial gatekeeping that a broadcaster or publisher does, tech platforms adopted a “publish-then-filter” approach, where “everything, no matter how reprehensive or illegal, can be posted to these platforms and will be available until it is noticed and removed.”

The process relies extensively on “community flagging,” where users bear much of the responsibility for identifying and reporting offensive content and behaviors. This system is far from perfect and can be particularly burdensome for individuals reporting sexual abuse. For example, research conducted by the Canadian Centre for Child Protection found that on some of the most popular platforms, it was easier for users to report issues like copyright infringement than it was to report child sexual abuse material.

In recent years, tech companies have been deploying machine learning and artificial intelligence to flag problematic content on their platforms, though experts note that these systems are still limited. These mechanisms can be useful for identifying and removing CSAM and other illegal material. Photo DNA, which Microsoft first introduced in 2009 and made available free to social media platforms, uses a technique called “hashing,” where a digital image can be converted into a readable code, and then matched to other images. The unique hashes of all known child pornography images are maintained by the National Center for Missing and Exploited Children (NCMEC). If a new image is a match, the platform can remove it. “Every single photo you post to Instagram, every image you pin on Pinterest, every snap on Snapchat, is quickly and automatically compared to the NCMEC database to make sure it is not child pornography,” explains Gillespie. As Michael Salter and Elly Hanson write, the introduction of Photo DNA was a “major turning point in the fight against CSAM, and the determining factor in the dramatic numbers of CSAM currently being notified to U.S. authorities.” The authors point out, however, that it took as long as five years to implement Photo DNA, and there has been a “lack of significant industry investment in the further development and deployment of the technology.”

Moreover, as advanced as it is, this technology is unable to identify new images of CSAM or to detect video files, even though video CSAM is more common today than photos.

AI and machine learning are also being used to address a much broader range of problematic content, significantly altering many of the content-moderation operations within the largest social media platforms. The coronavirus pandemic has accelerated a trend that was already underway in the industry, triggering an increased reliance on automated systems, many of which have remained in place. For example, Meta reported that it turned to its AI systems when the company temporarily sent its content reviewers home, and that it now relies on AI to “help prioritize content for review,” which it claims has improved its “proactive detection” rate, enabling it to take action on 25.7 million pieces of “child sexual exploitation” content on Facebook and 1.4 million on Instagram. TikTok also relies on “automated defenses to detect, block and remove” content. These statistics are part of a 2021 report to the Global Alliance for Responsible Media (GARM), an industry-wide initiative that is a leading force in the brand-safety movement.

The rise of brand safety—which relies extensively on Big Data advertising, targeting, and measurement operations—is another factor that has helped transform today’s content-moderation systems. Today, content moderation and brand safety are working more and more in tandem with each other.
Brand safety is designed to shield advertisers from being associated with a growing number of contentious and controversial issues. The list of forbidden topics has become longer and more granular in recent years, encompassing illegal content, hate speech, violence and sexually explicit material.
online. The amended “Brand Safety Floor and Suitability Framework,” released in 2020, offers advertisers a more nuanced set of categories, high, medium, or low risk, for identifying which content to monetize. For example, high risk would involve “suggestive sexual situations requiring adult supervision/approval or warnings,” as well as “full or liberal nudity.” Medium risk is defined as the “dramatic depiction of sexual acts or sexuality issues presented in the context of entertainment,” as well as “artistic nudity.” Low risk refers to “educational, informative, scientific treatment of sexual subjects or sexual relationships or sexuality.”

Advertisers contract with third-party firms that independently measure marketing campaigns related to brand safety and a set of related advertising performance measures on the major tech platforms. The two industry leaders are Integral Ad Science (IAS) and DoubleVerify (DV). Both are fully incorporated into the commercial online ecosystem, offering a sophisticated set of technological tools for implementing brand-safety strategies on a continuous basis across all the major platforms. Both IAS and DV continually “scan” the content available from the leading platforms, as well as other online media. They each deploy cognitive-semantic, machine-learning and AI technologies, available in dozens of languages, to assess online content at the page level. The IAS “data-ingestion” system includes a “web infrastructure that fetches hundreds of millions of web pages per day [and] edge measurement servers that collect thousands of data points per transaction…” in order to process “over 100 billion web transactions per day” for “trillions of data events per month.” Competitor DV notes that it is “integrated across the entire digital advertising ecosystem” and can evaluate “200 billion transactions” a day.

Third-party brand-safety companies have identified dozens of categories of content that can be avoided when delivering ads and marketing. Sites are assessed and “scored” and also sorted into “whitelists” and “blacklists” that can control where and how any ads are placed. Clients of DV can “set profiles and adjust controls” for their online advertising efforts, including “settings such as inclusion/exclusion lists, override lists, custom keyword avoidance, inappropriate content avoidance categories” as well as “over 200 analytics and reporting metrics” and other data (including geolocation-related information). Third-party and independent brand-safety services are worldwide in scope; IAS, for example, says it serves 111 countries.

A number of brand-safety companies specifically offer services aimed at children’s safety. For example, OpenSlate, which works with YouTube and Facebook, offers “brand suitability models” to protect advertisers “from running against channels that produce content intended for children 12 years and under.” Pixilate, a brand-safety company that works with Amazon, among others, offers a “child safety risk” analysis for ad-supported online content, including apps, streaming video and online content available on websites and via mobile devices. Among the categories it identifies are “adult” and violent content, “brand safety risks,” and whether there are concerns related to potential violations of the Children’s Online Privacy Protection Act (COPPA).

But the elaborate protective machinery for shielding advertisers from exposure to controversy still has a number of problems to tackle. For example, Mozilla issued a report in July 2021 that documented repeated problems with YouTube and its recommendation algorithm, including “wildly inappropriate” children’s cartoons. In February 2022, The Times of London reported how several well-known advertisers were being placed on “misinformation and conspiracy videos” on YouTube. These problems have prompted some in the advertising industry to call for greater rigor within the brand-safety system. According to a December 2021 survey of leading global advertisers, these companies see “the need for a robust programme of media governance and new principles for media buying” over the next 12 months. In addition, a majority of companies surveyed said they “believe the media industry would benefit from stronger external regulation.”

The industry has established its own self-regulatory evaluation mechanisms for brand safety, although independent observers have raised questions about their adequacy. For example, GARM conducts “Aggregated Measurement
Reports” that examine the “metrics and measures” used by the platform members for their transparency reports. These analyses focus on such measures as how much harmful content is seen by consumers, how “safe is the platform for advertisers,” and “how effective is the platform in enforcing its safety policies.” In its report released in April 2021, GARM reviewed submissions from Facebook, YouTube, Snapchat, TikTok, Twitter and Pinterest concerning their compliance with the organization’s framework. The report said that the amount of content removed was more than 5.3 billion pieces, primarily from “GARM content categories Spam, Sexual Content, and Hate Speech and Acts of Aggression.” It concluded that both YouTube and Facebook had made significant advances in addressing hate speech and acts of aggression content. It also highlighted that the use of “automation and machine learning accelerated” in the context of the initial stage of the pandemic. But as Ad Age commented, “the services still have plenty of work to do to tackle brand safety issues.” Among the report’s shortcomings, it noted, was the failure of Instagram to “divulge data on sexual content and nudity, hate speech or spam,” although Google YouTube and Facebook “provided more data” than the other platforms covered in the report.

As the tech industry continues to face threats of regulation, it has made a number of moves to address criticisms and bolster the legitimacy of its content-moderation and brand-safety operations. For example, in February 2021, a number of major tech companies, including Google, Meta (Facebook), Microsoft, Pinterest and Twitter, launched an industry-wide organization called the Digital Trust & Safety Partnership (DTSP), “a new initiative focused on promoting a safer and more trustworthy internet.” The organization’s “Safe Framework” assessment plan reflects “35 best practices” that their members have adopted to “keep users of digital services safe from abuse.” The group opened a “public consultation” that ended on February 15, 2022, explaining that it especially wanted comments from civil society representatives, including safety and consumer NGOs. Tech companies also partner with outside groups -- including Anti-Defamation League, National Domestic Violence Hotline, ConnectSafely, Family Online Safety Institute (FOSI), GLAAD, the Center for Digital Technology (CDT) and Internet Watch Foundation -- and many social media platforms have established their own advisory councils, such as Twitter’s Trust and Safety Council, Facebook’s “supreme court,” and Twitch’s Safety Advisory Council.

As we report in the next section, even with these elaborate safety systems in place, questions still remain about how effectively the social media ecosystem is protecting young people.
Below we present brief profiles of five major social media platforms popular with young people, identifying and highlighting some of the recent trends within the tech industry, with a focus on corporate initiatives for addressing concerns over children and teens. The Facebook whistleblower revelations have reverberated across the digital landscape, amplified by a succession of congressional hearings and intense press attention. The industry is also feeling pressures from abroad, as the EU and the UK institute new policies for regulating how online services interact with young people. All of these developments have triggered a flurry of activity from these companies. As Insider Intelligence reported, “social platforms have been racing to introduce safety features for underage users and to get the word out to regulators and advertisers that their products are safe for children.” As specific companies or platforms have been singled out in congressional investigations, targeted with consumer complaints, or embroiled in controversies, they have instituted new and improved mechanisms aimed at addressing the particular concerns, sometimes generating mixed responses from the public, policy makers, and child advocates. Among the new safeguards are default operational functions, based on a user’s age, that are built directly into the online navigation experience. As pressures have intensified, some companies have made additional tweaks to their new policies, resulting in a dizzying array of online tools, pop-ups, and other user options.
media platforms in the tech industry, with teens among its most avid users. In the U.S., 57 percent of teens use Instagram, and a recent survey placed it as the third-ranking site for teens (trailing TikTok and Snapchat). It offers young people an easy, accessible, and fun way to share photos and videos, altering the images with filters and other tools, and tagging them by location. One of the app's most popular features is Instagram Stories, which enables users to create their own personalized slide show, capturing every moment of their day and rendering it into a compelling narrative that is designed to remain visible for only 24 hours.

Meta's content moderation and safety operations encompass both Facebook and Instagram. The company publishes community standards for a broad spectrum of issues, including “safety, objectionable content, violence and criminal behavior, respecting intellectual property, integrity and authenticity and content-related requests and decisions.” “Child Sexual Exploitation, Abuse and Nudity” are classified under safety, while “sexual solicitation, violent and graphic content and adult nudity and sexual activity” are covered under objectionable content. In its transparency reports, Meta explains how its AI and machine-learning systems are able to identify such content, remove images and report incidents to NCMEC. It has also developed a number of “warning screens” and similar notifications that automatically appear when a user encounters problematic content.

But even before the release of the whistleblower documents, regulators in Europe, the UK, and the U.S. were raising concerns about Instagram’s harms to young people. For example, in 2019, the leading charity in the UK, the National Society for Prevention of Cruelty to Children (NSPCC), released a study showing a “200% rise in recorded instances in the use of Instagram to target and abuse children,” calling Instagram the leading platform for child grooming in the UK. Instagram has also been implicated in teen suicides in the UK. A survey by Ditch the Label, an anti-bullying nonprofit, found that 42 percent of people between the ages of 12 and 20 had experienced cyberbullying on Instagram, the highest percentage of any platform measured. These findings have prompted UK authorities to pressure Instagram and its parent company to offer new safety features to protect young people. The U.S. child-protection organization, Thorn, published a study in May 2021 that found Instagram to be highly prone to risks for minors, noting that more than 25 percent of respondents to its survey reported experiencing sexual enticement, bullying, and other potentially harmful experiences while on the popular app.

Facebook has established its own brand-safety system, in response to a succession of controversies that have put advertisers in proximity to problematic content. For example, in 2020, Facebook was the focus of an ad boycott over its role in promoting racism, forcing it to make a number of changes in its content and advertising operations. Its “brand safety center” offers a variety of “filters” for brands to choose in placing their ads. There are also controls to stop ads from appearing in Live Stream videos. In 2021, bowing to further pressure from advertisers, the company announced a new “topic-exclusions” capability, which looks for “accounts [users] that are most likely to have engaged with posts that fall under the topics like crime, tragedy, news and politics,” and then restricts the kinds of ads that can be shown to those users. Facebook provides brand-safety company OpenSlate access to “metadata and video metrics” so it can generate what's called a “SlateScore,” which “grades video content quality for engagement, consistency, momentum, reach and brand safety.”

Today, Instagram finds itself at a critical crossroads. While continuing to garner significant profits as a key vehicle for connecting advertisers to the lucrative teen demographic, it faces a flurry of criticism from multiple sources. It is considered a key to Facebook's strategy for guaranteeing a steady flow of young users across the company’s social media platforms. As the research released by former Facebook employee Frances Haugen revealed, Facebook has been directing considerable resources to exploring how to target an even younger market. But any move into the under-13 demographic—which is the only age group subject to current U.S. privacy regulations—also carries with it considerable risk. This has required careful political maneuvering as well as strategic communication and public outreach efforts. For the past several years, Facebook (and Instagram) have been building what it calls a “youth pillar” within its Community Product Group, designed to help it navigate these tricky waters of commercial expansion and management of criticism.

In March 2021, the company announced that it was updating its...
September 2021, just one day before its whistleblower’s documents. In hearings triggered by the release of explosive coverage and congressional concerns of policymakers and parents, Instagram continued to make further efforts to ensure child safety on their platforms. Even as Facebook and company executives prepared to explain how they were going to ensure child safety on young people. Instagram’s poor record in safeguarding on children, as well as Facebook and the harmful effects of social media move forward with its plans, citing attorneys general in 44 states, who wrote to urge the company not to act in cases where the app detected that an adult engaged in suspicious behavior, such as sending a large number of friend requests to users under 18. In partnership with two nonprofit organizations, ConnectSafely and The Child Mind Institute (both of which receive funding or support from the company), Instagram issued an updated parents’ guide revealing a new set of safety features.

However, when Instagram announced that same month that it was planning to launch an Instagram Kids app, child advocates and regulators mounted a strong public protest, joined by attorneys general in 44 states, who wrote to urge the company not to move forward with its plans, citing the harmful effects of social media on children, as well as Facebook and Instagram’s poor record in safeguarding young people. Lawmakers summoned Facebook CEO Mark Zuckerberg to appear with other social media company executives to explain how they were going to ensure child safety on their platforms. Even as Facebook and Instagram continued to make further safety announcements to assuage the concerns of policymakers and parents, their efforts were eclipsed by the explosive coverage and congressional hearings triggered by the release of the whistleblower’s documents. In September 2021, just one day before its CEO was to appear before the Senate Commerce Committee, Facebook announced that it was pausing the development of the new kids app to “work with parents, experts, policymakers, and regulators.”

Instagram’s recent youth safeguards are emblematic of overall trends in the social media industry, as more and more platforms popular with young people institute a spectrum of automatic, default mechanisms designed to structure the online experiences of youth users. For example, Facebook and Instagram have now introduced default settings that make the accounts of all users under 16 automatically private, and block advertisers from directing interest-based ads at them. Through the use of AI technology, the company also instituted mechanisms for identifying and blocking adult users engaged in “potentially suspicious behavior” from interacting with teens’ accounts, and restricting other adult users from contacting teenagers who weren’t already following them. Teens will also be notified if anyone is engaging in suspicious behavior, and will be provided with tools for blocking and reporting those individuals. In 2021, the company launched a new feature to address concerns over internet addiction, by allowing young users to create reminders for themselves every 10, 20 or 30 minutes, prompting them to “take a break” from using the app.

In December of that year, right before Adam Mosseri, the head of Instagram, was scheduled to testify before a Senate committee on the controversial mental health research regarding teens, the company made yet another announcement, this time releasing a set of new tools to give parents and guardians greater control over their teens’ social media use. These controls would enable a parent or guardian to determine how much time their teen was spending on the platform and to set limits on screen use. In June 2022, Instagram announced another set of parental “supervision tools” covering its virtual reality headsets, along with “nudges and reminders” encouraging teens to take periodic breaks while engaging with the platform.

Like its teen-safety policies, the changes that Facebook announced for its teen ad-targeting policies, on its main platform and on Instagram, are an example of how the company carefully crafts its safeguards to assuage criticism, while ensuring that its operations are not significantly altered. Facebook framed its recent advertising policy changes for young people as a “more precautionary approach” in response to ongoing concerns by youth advocates about adolescent vulnerability to many of the marketing and data practices on today’s social media platforms. However, as Digiday explained, “agency execs who eat, sleep and breathe Facebook advertising say the company’s automated ad targeting algorithm could continue doing a good—possibly even better—job of targeting ads to teens whom the platform deems likely to respond to their ads.” While the company will not allow advertisers to target specific individuals, or to deploy what is known as “lookalike audience targeting” to reach young people under the age of 18, such limits are not likely to impede marketers’ efforts in any significant way. “The new targeting restriction actually aligns with Facebook’s longer-term strategic playbook,” explained one recent trade article, noting that “the type
of interest-level targeting to young people the company will now prohibit is slowly losing effectiveness when it comes to reaching all audiences.” The policy change, the article explains, “reflects Facebook’s own internal strategy shift away from advertiser self-guided targeting to campaigns that leave the decision-making up to the company’s almighty ad algorithm.” Rather than setting up campaigns that use targeting parameters to reach intended audiences, advertisers are being persuaded by Facebook “to let the company’s sophisticated algorithmic process for optimizing ad targeting do the work.”

Instagram also relies on the effectiveness of influencer marketing, a mainstay of the platform’s approach to advertising, to reach young users in ways that bypass more traditional online advertising tactics.

The heightened pressure and controversies have slowed Meta’s plans to encrypt Instagram. The company announced in a May 2021 blog post that it was not planning to institute end-to-end encryption of its subsidiaries “any time soon.” Acknowledging the “clear need to balance the privacy and security of people’s messages with maintaining a safe environment and providing data to law enforcement in response to potential real-world harms,” the company reported that it had not been able to reach consensus among the many stakeholders on this issue, “but experts encouraged more consultation to help strike an appropriate balance.”

However, in 2022, Meta announced it was conducting tests for instituting end-to-end encryption on Instagram Direct chats, setting the stage for encryption to “be available on all its messaging platforms.”

SNAPCHAT

Since its launch in 2011 by public company Snap, Inc., Snapchat has become extremely popular with teens. It was “ranked as teenagers’ favorite social media platform” in Piper Sandler’s “Taking Stock with Teens” survey for fall 2021, slipping into second place the following year as TikTok assumed more prominence. The platform’s features and functionalities resonate very well with the personal and social lives of teenagers, enabling them to take photos on a mobile phone, personalize them with a toolbox of filters, and share them with friends, along with non-stop messaging, all of it largely under the radar of parents, caregivers, and teachers. Because it works with Wi-Fi, the app doesn’t use up a family’s data plan, and it is compatible with other devices, making it possible for teens who don’t have their own mobile phones to use the app. The ephemeral nature of Snapchat’s content and communications offers a unique digital cultural experience for teens. Any picture, video, or message that gets sent will be available only for a short time and then will disappear forever. As one industry insider characterized it, Snapchat is WhatsApp with selfies, where one can leave a message with friends without leaving a trace. “It’s like beta testing yourself, pressure-testing your forming identity in real time.”

These features have also made Snapchat particularly appealing to advertisers. The platform offers a robust digital marketing platform that leverages its virtual and augmented reality lenses and filter applications. The company promises marketers multiple ways to identify, track, and target individual users, which includes tapping into its unique Geofilters. Snapchat is expanding its advertising services to offer new formats and techniques, including ecommerce sales. It has also been investing in neuromarketing-related research to understand how better to leverage its youthful audience on behalf of marketers.

Snapchat’s terms of service prohibit accounts that “promote or distribute pornography,” and the company says it reports child exploitation to authorities. Other rules prohibit bullying, harassment, encouraging violence or dangerous behavior, impersonation, deceptive practices, false information, terrorism, hate speech and the like. Users can file a report with the “safety team using our in-app reporting feature or by completing [a] form.” The platform also provides a Safety Center, where users can get “detailed instructions on managing your Snapchat experience.”

For content that “is likely to been seen by a larger audience, such as its ‘Discovery’ and ‘Spotlight’ features, Snapchat either curates or pre-moderates its content.” For “Spotlight,” according to a post by its newly hired “first” head of global platform safety, “all content is reviewed with automated tools, but then undergoes an extra layer
However, according to independent assessments by journalists and NGOs, Snapchat’s safety systems have not been that effective, with some of the flaws rooted in the very features that make the app so popular in the first place.

of human moderation before it can be seen.” The goal is to “control virality” to help lessen “the appeal to publicly post illegal or potentially harmful content.”

However, according to independent assessments by journalists and NGOs, Snapchat’s safety systems have not been that effective, with some of the flaws rooted in the very features that make the app so popular in the first place. A review conducted by Canadian group C3P, for example, found that there were “no CSAM-specific reporting options for Snaps or stories.” Users “can only report nudity or sexual content,” with “no option to flag involvement of a child.” Nor can a user “report an image sent within the chat function if the image has been uploaded from the sender’s camera roll (versus being taken directly through the app).” Moreover, because the images in chat automatically disappear, reporting them is futile.

To address such concerns, Snapchat has instituted a number of changes to its safety and reporting operations, setting up an in-house Law Enforcement Operations team “dedicated to reviewing and responding to law enforcement requests for data related to their investigations,” and establishing a new “Head of Law Enforcement Outreach.” As the company explains on its blog, although “content on Snapchat is ephemeral… we have long offered law enforcement agencies the ability to, consistent with applicable laws, preserve available account information and content for law enforcement in response to valid legal requests.” In October 2021, the company held its “first-ever Snap Law Enforcement Summit,” with more than 1,700 state, federal, and local officials participating. According to its July 2021 transparency report, Snapchat’s Trust and Safety Teams use the same automated tools as other social media companies to detect and report CSAM, including PhotoDNA and Google's Child Sexual Abuse Imagery (CSAI) Match, reporting that during the first half of 2021, “5.43% of the total number of accounts enforced globally contained CSAM,” and that “we proactively detected and actioned 70 percent of CSAM violations.”

Testifying before the Senate Commerce Committee’s Subcommittee on Consumer Protection, Product Safety and Data Security, Snapchat’s VP of Global Public Policy Jennifer Stout characterized Snapchat as “an antidote to social media,” and described its parent corporation as a “camera company.” Its “architecture,” she explained, “was intentionally designed to empower people to express a full range of experiences and emotions” by “connecting people who were already friends in real life.” As a consequence, the company maintains, it is inherently safer than many other social media platforms. Its default features for teens include banning public profiles for under-18 users, employing age-gating tools to prevent those users from seeing age-regulated content and ads, and offering “consistent and easy-to-use controls like turning off location sharing by default and offering streamlined in-app reporting for users to report concerning content or behaviors to our Trust and Safety teams.” Like other platforms with high numbers of teens, Snapchat is also developing new safety features to address the heightened concerns over young people and the online environment. For example, the company recently announced it was “rolling out a feature to limit the discoverability of minors in Quick Add (friend suggestions),” and developing “tools that will give parents more oversight...
without sacrificing privacy,” which includes “plans to provide parents the ability to view their teen’s friends, manage their privacy and location settings, and see who they’re talking to.” Responding to concerns over social media and teens’ mental health, the platform also announced new educational initiatives, such as the “Here for You” program, which “provides support to users who may be experiencing mental health or emotional crises by providing tools and resources from experts.”

However, there is continuing evidence that young people remain at risk on the platform. For example, in the summer of 2022, an analysis conducted by the Canadian Centre for Child Protection (C3P) found that teen boys were being subjected to “sextortion” tactics on both Snapchat and Instagram. “This is an ongoing problem that is getting worse,” noted Lianna McDonald, C3P’s Executive Director, “so it really does beg the question about what are these companies doing to keep children safe?”

Within a few days of the report’s release, Snapchat announced that it was launching a new “Family Center” application designed to “help parents get more insight into who their teens are friends with on Snapchat, and who they have been communicating with, without revealing any of the substance of those conversations.” The social media platform also announced plans to add additional features during the fall, including enhancing the “ability for teens to notify their parents when they report an account or a piece of content to us.”

Snapchat has been working with IAS, DV and other companies since 2017 to expand its brand-safety operations. Currently, the company says it relies on both machine learning and human moderation to protect its advertisers, explaining that “We’ll also be moderating certain Snaps and Stories from popular Snapchatters in an effort to make sure that Snap ads and Promoted Stories don’t show up next to something that could be harmful to your brand. If a Snap or Story is flagged as unsafe for advertisers, then your ads will not show up in that Story, and that Story shouldn’t share the same screen as your Promoted Story on Discover.” (Snap says it has “partnered with best-in-class safety experts like ConnectSafely and the UK Safer Internet Centre,” groups that are said to have helped build the company’s Safety Center).

For Snapchat, the stakes of striking the correct balance between safety and monetization are especially high, as it faces growing competitive threats with its teen and Gen Z user base from TikTok, as well as from other giants such as Instagram and YouTube. To ensure a steady stream of ad dollars, it understands that it must make its safety operations work as effectively as possible, if it is to survive. But, as with other platforms catering to large numbers of youth, Snapchat’s safety features can sometimes be in conflict with or undermined by its commercial imperatives. A 2021 study conducted for 5 Rights in the UK examined Snapchat, among other companies with significant youth users, and identified a number of ways it can place youth at risk.

TIKTOK

TikTok has quickly captured the interest of children, adolescents, and young adults in 150 countries around the world. The mobile app enables users to create short video clips, customize them with a panoply of user-friendly special-effects tools, and then share them widely through the platform’s vast social network.

According to eMarketer, there were 2.3 million children under 11 years and 16.4 million 12-17 year-olds on TikTok’s U.S. platform in November 2021, and these numbers were continuing to grow in 2022.

The key to TikTok’s success is how it has connected its music and video production and sharing applications with a highly sophisticated artificial intelligence system, designed to circumvent users’ conscious decision making, offer a constant stream of highly tailored content, and foster continuous interaction with the platform. With the initial launch of TikTok in 2016, China-based parent company ByteDance incorporated “deep learning algorithms” into the core of the app’s operations. Using computer vision technology to reveal insights based on images, objects, texts, and natural-language...
processing, the app “learns” about an individual’s preferences, interests and online behaviors, so it can offer “high-quality and personalized” content and recommendations. “TikTok’s recommendation engines are distinct from algorithms used by Facebook and traditional networks, which rely heavily on suggestions from friends,” explained one business trade article. Modeled after ByteDance’s highly successful news app, TikTok “harvests insights based on what its users actually click on, read, and watch—right down to the type of music, faces, and voices in videos—learning as it goes. The distinction is subtle but important. Facebook was revolutionary because it tapped into our social grid of friends to serve relevant recommendations, but TikTok goes right to the source using AI to map out interests and desires we may not even be able to articulate to ourselves.”

TikTok has worked assiduously to develop an arsenal of data-marketing technologies. The company deploys a range of targeting and brand-promotion applications that take full advantage of its unique AI and machine-learning system, enabling advertisers to tap into a vast store of user information, including not only age, gender, location, and interests, but also granular data sets based on constant tracking of behaviors and activities on the platform. TikTok has continued to expand its digital marketing offerings in the U.S., working closely with a number of marketers that target youth.

Since its initial launch, TikTok has attracted considerable controversy. For example, concerned about possible security breaches, U.S. government authorities launched a national security review of Chinese owner ByteDance when it acquired TikTok's predecessor app, Musical.ly. In 2019, a BBC investigation found hundreds of sexually explicit comments on videos that had been posted by children as young as nine years old. Even though TikTok claimed it had deleted the comments, it allowed the users who had posted the comments to remain on the platform, in violation of its own rules. Also in 2019, The Intercept reported that TikTok had engaged in widespread discrimination against certain individual users whose representation was considered undesirable. The publication accused TikTok of instructing its moderators “to suppress posts created by users deemed too ugly, poor, or disabled for the platform.” The Intercept also published internal TikTok moderation documents, which included instructions for barring such content and explained how the platform engaged in “algorithmic punishments for unattractive and impoverished users.” A coalition of groups focused on youth privacy also pressed the FTC and the Department of Justice to investigate TikTok’s extensive data and targeting infrastructure designed to attract and interact with teens.

The company issued a public statement in 2019 noting that these controversies had prompted it to institute a number of safety protocols: “Over the past several weeks, TikTok has been the focus of public statements by Members of Congress and others regarding alleged censorship of content, as well as questions about our data protection practices…. [W]e take these issues incredibly seriously as well. We are committed to transparency and accountability in how we support our TikTok users in the US and around the world.”

In the last few years, TikTok has undertaken a series of ambitious efforts to allay public concerns over
its content, security, and safety problems, and to offer assurances to government authorities that there is no need for regulation. In March 2020, it established a U.S. content-moderation committee, the “Content Advisory Council,” to focus on “platform integrity, including policies against misinformation and election interference.” It also set up three “transparency centers” in Los Angeles, Washington, D.C., and Dublin, in which “invited guests have the opportunity to see up close how we moderate and recommend content, secure our platform, and protect people’s privacy,” and can “review source code and learn how our application’s algorithm operates.” These centers have not yet opened publicly due to the coronavirus pandemic. However, in the meantime, the company offers “virtual tours for parts of the experience.” In November 2020, the company announced that it was significantly expanding its content-moderation staff, hiring workers away from other social media networks and third-party firms such as Accenture and LCPL, “scaling the number of content moderators it has,” which now amount to 10,000 people worldwide. TikTok also has a regional Trust & Safety hub in Singapore. In 2022, the company announced a series of measures to provide “selected researchers” and members of the advisory council access to information on its content moderation and other safety-related processes.

TikTok partners with Integral Ad Science (IAS), which regularly provides the popular platform with a “curated pool of videos to analyze” and categorize using the “GARM Brand Safety and Suitability categories.” This review process, performed prior to the launch of an ad campaign for clients of IAS, is conducted “multiple times a week.” IAS identifies any TikTok content that should not receive advertising (the so-called GARM “floor” baseline), and also generates a “low, medium or high” risk rating for other material. TikTok is also working with other brand-safety companies, including Zefr, which uses a “cognition AI machine learning engine… audio, text, and video frame-by-frame analysis” to assess ad placement reflecting “each of the 11 GARM categories.”

In its public statements and on its website, the company assures regulators, the public and its users that it has established the most rigorous of standards and safety operations. It partners with a number of child-safety NGOs, including the Family Online Safety Institute, ConnectSafely, the Internet Watch Foundation, and Common Sense Networks, a for-profit affiliate of Common Sense Media. It also recently created a “limited interactive experience” for U.S. children under the age of 13, enabling them to “engage with TikTok’s fun video features while limiting the information collected from them,” in order not to run afoul of the Children’s Online Privacy Protection Act (COPPA).

TikTok has established a set of safeguards especially for its teen users, including “a neutral, industry-standard age-gate that requires people to fill in their complete birthdate to discourage people from simply clicking a pre-populated minimum age.” Its safety features for teens include a default that designates all accounts for youth under 16 as private, so that “only people you’ve approved as followers can see your content,” as well as a Family Pairing feature, “which lets guardians manage a teen’s account, including setting restrictions on screen time, search and direct messages.” Also offered are a series of guides, including a Guardian’s Guide that “breaks down how the app works and outlines best practices for keeping users safe,” and a Bullying Prevention Guide, “developed in partnership with the Cyberbullying Research Center, Net Family News and other organizations,” offering “tips on identifying bullying behavior, ways to prevent harassment on the platform, and where victims can find help.”

The company has also instituted a set of new protocols for push notifications, based on a user’s age. On accounts for children between the ages of 13-15, push notifications will not be sent after 9 p.m. and for those between 16 and 17, the notification will be disabled after 10 p.m. In addition, users between the ages of 16 and 17 will have to actively switch their settings if they want to enable direct messaging, while younger teens will not be able to use direct messaging at all. Trade publication eMarketer reported in November 2021 that “TikTok has released a report with Praesidio Safeguarding, an independent agency, tracking the popularity and impact that viral self-harm-related content and dangerous ‘challenges’ on the app have on teens and children.”

In its continuing efforts to burnish its own safety credentials, TikTok has formed alliances with other social media companies and child-protection organizations. For example, in 2020, TikTok proposed a “global coalition” to foster collaboration among tech companies, governments, and NGOs.” According to the company,
TikTok’s interim head, Vanessa Pappas, sent a letter to the heads of nine social and content platforms proposing a Memorandum of Understanding (MOU) that would encourage companies to warn one another of such violent, graphic content on their own platforms. By working together and creating a hashbank for violent and graphic content, we could significantly reduce the chances of people encountering it and enduring the emotional harm that viewing such content can bring—no matter the app they use.

Additionally, in October 2021, TikTok joined forces with INHOPE, a global network of 47 hotlines in 43 countries that provide the public with a way to anonymously report illegal content online with a focus on CSAM. According to the Netherlands-based NGO, “By establishing a cooperative partnership with INHOPE, TikTok joins companies like Google, Facebook, and Twitter, to directly support INHOPE’s work in Technology development, Network expansion, Capacity building, training, knowledge sharing, and Political/legislative engagement.”

However, none of these strategies has been able to shield the company from regulatory oversight. In March 2022, a bipartisan group of attorneys general launched an investigation into TikTok’s potential harms to the mental and physical health of young people. The UK’s data protection commission also announced it was investigating the social video platform for having failed “to protect children’s privacy.”

Twitch

Originally launched in 2011, and acquired by Amazon in 2014, Twitch has become a highly successful sports and gaming platform. Twitch is also home to a booming enterprise of amateur online gamers who see themselves as “entertainers,” “creating content for an audience who enjoys watching,” which is one of the latest and most consequential trends in the industry. These gamers—also known as “streamers”—are good at what they do, and they can attract tens of thousands of fans who like to see them play. They broadcast their “feeds” on personal channels available to them on Twitch, where “fans watch and interact through chat windows and other platform features that allow them to have 1:1 communication with the personality they follow, as well as with fellow fans.”

The Daily Beast reported that half of Twitch users said they were spending more than 20 hours a week on the platform.

Twitch is at the center of a burgeoning new cultural phenomenon that has captured a large swath of the youth demographic. The site reports that 70 percent of its viewers are between 16 and 34 years of age. According to the World Advertising Research Center (WARC), streaming on gaming platforms is now considered the “new prime time” for young audiences. Gaming generates more revenue than TV, film or music, attracting viewers and players who are “highly engaged for a considerable length of time.” U.S. consumers spent $51 billion for gaming software and services in 2021, while the total gaming industry was slightly more than $180 billion worldwide (predicted to be $200 billion in 2023). Many teens and young adults report that they are building friendships through their online involvement as gamers or spectators. “Contrary to the traditional stereotype that gaming is solitary and antisocial,” explained one industry study, “multiplayer games…are highly social environments that encourage collaboration, conversation and real-life connections.”

According to the World Advertising Research Center (WARC), streaming on gaming platforms is now considered the “new prime time” for young audiences.
Twitch maintains the dominant lead in the video streaming gaming industry, with a reported average of 30 million daily viewers. According to industry tracking, the platform was responsible for hosting more than 91 percent of gaming streams.147 As of February 2022, Twitch reported that more than 7 million unique streamers go live every month.148 “Since the pandemic, Twitch’s userbase and market share has soared, with its hours watched increasing by 50 percent just between March and April,” reported one trade article. “It has long been the largest online streaming platform, but is increasingly attracting more than just gamers to stream.”149

Amazon integrated its Twitch gaming service into its overall advertising system in 2021, and now delivers an array of data- and content-driven marketing and advertising applications. Amazon is the third-ranking online ad platform (after Google and Facebook). The ecommerce and streaming giant provides marketers with a comprehensive and cutting-edge set of advertising opportunities, including for Twitch. Ads can “incorporate advertisements in live broadcasts across desktop, mobile, tablet, and connected TV devices,” which are “unskippable and always above the fold.” These advertisements cannot be stopped with ad blockers, according to Amazon. “Non-gaming” content on Twitch, such as its “Just Chatting” content, is growing. Influencer marketing is a key component of Twitch, which it encourages in order to promote the interests of its advertisers. Advertisers can leverage data and analytics from Amazon’s Marketing Cloud to trigger more effective campaigns. Underscoring how important video is overall for marketers, Twitch is considered one of Amazon’s streaming video platforms, which also includes its “Freevee” TV service (formerly IMDb TV).150

Twitch has been the site of a number of controversies involving sexual harassment and abuse, a problem that for years has plagued the online gaming culture, which has long been dominated by male players. During the highly publicized “Gamergate” scandal, which began in 2014, female game developers, players, and critics were subject to extensive harassment, trolling, and even death threats by male gamers, forcing some of the women to seek protection.151 In 2020, The Verge reported that dozens of people had recently reported sexual harassment, abuse, and assault on gaming platforms, mostly by males against females, with Twitch being singled out.152 Most of the harassment came not from anonymous interlopers, but from some of the most popular male streamers with followers ranging from the thousands to the hundreds of thousands.153 Many of those accused of this behavior were male Twitch “Partners,” streamers who have become successful enough that they are afforded numerous perks from the platform, “from a purple checkmark showing a streamer is verified to promotional opportunities at events like TwitchCon.”154 Victims of this harassment accused Twitch of inaction, arguing that “the company is giving these men a powerful position from which they can prey on fans or other streamers and that Twitch is failing to ban verified streamers despite credible reports of harassment or assault,” the article explained.155 Adult streamers were also accused of predatory behavior toward children, in some instances taking advantage of Twitch’s own tools, such as its Whisper feature, which enables users to send private messages to one another across the entire platform.156

Although Twitch issued public statements promising to take the allegations seriously and look into the matter, those reporting the abuses remained concerned that the company was not doing enough.157 Part of the problem stems from the nature of the Twitch platform itself, including both its technological affordances and its business model, which relies on “content creators” to amass large followings, which can, in turn, attract advertisers.158 Given the considerable profits Twitch garners through these influential streamers, the company may be reluctant to punish or ban them from the platform. And because streaming and chat are both live, it is not possible to review what is broadcast in advance. Many of the abusive incidents are not occurring on the platform or even in public view; perpetrators often follow the women offline, including when they
go to TwitchCon or other streaming conventions, where they can be assaulted in person by the individuals who have been harassing them online. The lack of effective platform policies, the spontaneous nature of the online streaming environment, and the company’s unwillingness to penalize its lucrative star performers have all combined to create what one woman called a “Wild, Wild West,” where victims of sexual harassment and abuse have little recourse and very few tools to protect themselves.

Twitch’s approach to online content moderation has made it challenging to address these kinds of problems. While moderating the streaming content through a centralized process, the company relies on its content providers to moderate the chat function within their streams, which is where the live conversations between gamers and their followers take place. According to one academic article, this system “allows for streamers to play an active role in governance and presents opportunities for more ‘grassroots’ moderation practices in comparison to centralized moderation.” The platform’s guide suggests that content creators build their own “moderating team,” by choosing people they know and trust to take on this role. “As a broadcaster,” the guide explains, “choosing a good moderation team is one of the best things you can do for your channel,” which is where the community-building, social interaction, and dialogue take place. “Moderators (also known as mods) ensure that the chat meets the behavior and content standards set by the broadcaster by removing offensive posts and spam that detracts from conversations. Mods can be easily identified in chat by the green sword icon that appears next to their name.”

Twitch’s community guidelines pointedly explain to its content creators (or “broadcasters”) that they hold the responsibility for ensuring that content on their channels is moderated effectively, and that hateful conduct and harassment are swiftly addressed. Creators are role models and leaders of the communities they create or foster around them. Creators should consider the consequences of their statements and actions of their audiences; sometimes unwanted focus or attention can encourage others to escalate their behavior into abuse…. You are expected to use channel moderators and the tools we provide, such as AutoMod, chat timeouts and bans, to mitigate hateful conduct and harassment in your channel. Not using the provided tools to moderate hateful conduct appearing on your channel will lead to a suspension. For harassment, broadcasters who do not make a good faith effort to specifically moderate incitement or organization of abuse in their channels through the tools provided will be suspended.

With the sudden and dramatic increase in viewership during the pandemic, along with recent reports and bad press over sexual abuse and harassment, Twitch has had to take a number of public actions to deflect criticism and assure policymakers that the company can effectively police the platform. These include increasing its moderation staff, establishing an advisory council, strengthening its community standards, and expanding the use of automated machine-learning tools to flag abusive behavior. In May 2020, the company announced it was creating a new “Safety Advisory Council” to “inform and guide decisions.” Among its duties are drafting and updating policies, “developing products and features to improve safety and moderation, promoting healthy streaming and work-life balance habits, protecting the interests of marginalized groups,” and “identifying emerging trends that could impact the Twitch experience.” In November of that year, the company reported that it had doubled the size of its safety operations team and hired a new head of its Trust and Safety division, Angela Hession, who had worked for 20 years at Microsoft, where she spearheaded the establishment of Xbox’s Project Artemis, described as a “grooming
Creators, who are required to learn at its foundation are the content tooling and staffing) and members of the community, working together. “

The 2020 Transparency Report (which it calls “the first of its kind for Twitch”) explains the platform’s “layered approach to safety,” combining “the efforts of both Twitch (through tooling and staffing) and members of the community, working together.” At its foundation are the content creators, who are required to learn Twitch’s Community Guidelines, “which seek to balance user expression with community safety, and set the expectations for behavior on Twitch.” Creators are then expected to apply these “Twitch service wide standards” in the moderation of their own channels, and are free to “set an even higher bar if they choose, in their channel.” Twitch provides content creators with “tools to set, communicate and enforce the minimum required standards of behavior in their channel.” The platform also makes tools available to viewers, enabling them to “customize the safety of their experience.” These include “mature flags, chat filters, and blocking other users—that they can use to customize content and interactions they encounter across the service.” In addition, Twitch deploys “various technologies to proactively detect and remove certain kinds of harmful content before users ever encounter it. Finally, we empower users to report harmful or inappropriate behavior to Twitch. These reports are reviewed and acted on by a team of skilled and trained professionals who can apply service-wide enforcement actions.”

There is still skepticism within the child-protection community about Twitch’s ability and willingness to offer effective safeguards for youth, women, and others who face risks on the platform. As the National Center on Child Sexual Exploitation noted, even with its strict policies prohibiting nudity, sexual exploitation, violence, harassment, and other harmful behavior and content, “Twitch has a serious problem with moderating and enforcing those policies in practice for the millions of viewers and streamers on their platform.” Many of them are quite young, and there have been instances of children as young as 11 revealing their ages directly on camera. Yet the platform has not put adequate age-verification or policing systems in place. “Despite the meteoric rise in users and the popularity of Twitch with the young demographic,” the organization observed, Twitch has yet to develop a set of lockable parental controls for minor accounts, leaving many parents frustrated and children unprotected. The current privacy and safety features are bare minimum at worst and confusing at best. Moderation is too often left to the streamers themselves to report bad actors and suspicious behavior. And when accounts do violate policies, like when one popular streamer accidentally featured child nudity, Twitch can choose to reinstate revenue-making users, choosing profits over policies.

In 2022, Bloomberg reported on a detailed study that analyzed databases of Twitch accounts, identifying hundreds of “predatory accounts” set up by users primarily to “catalog, watch and manipulate children, including enticing them to perform everything from suggestive dances to explicit sexual acts.” After conducting its own verification of the analysis, Bloomberg concluded that “Twitch’s existing moderation tools have proved insufficient at preventing children from broadcasting and at stopping adults from finding and grooming them.”

Aware that there are growing concerns about the potential harmful impact Twitch can have on youth welfare, the company is investing in a “Community
**In 2022, Bloomberg reported on a detailed study that analyzed databases of Twitch accounts, identifying hundreds of “predatory accounts” set up by users primarily to “catalog, watch and manipulate children, including enticing them to perform everything from suggestive dances to explicit sexual acts.”**

Health Team” to “support the safety of millions of Twitch users.” It is hiring data scientists to help build “automated machine learning models that serve as the first line of defense against harmful behaviors,” including “quantifying the prevalence of harmful actions across the service.”

While continuing to promote its youth safety protections to the public, Twitch touts the benefits of its platform to marketers seeking to reach and influence young people. “Advertising inside games offers all the same advantages as social media—targeting, measurement and increased brand awareness,” explained one trade publication, “but with greater creative freedom and a more immersive environment that garners focus and attention.” For example, major brands for snacks, sugar-sweetened beverages, energy drinks, and fast food have eagerly embraced the platform, offering rewards to Twitch aficionados who engage with a “live streamer’s event,” and seamlessly integrating their brands into virtual gaming worlds. Most of the marketing is integrated seamlessly into the game play, with streamers signing deals with brands that can sponsor their channels.

Yet, it does not appear that Twitch has instituted any specific policies for advertising and marketing to teens. Its ad policies focus mainly on such standard issues as fairness, deception, and accuracy.

But while it offers no advertising safeguards to its users, Twitch includes a section on “Advertiser Safety” in its transparency report, underscoring the fact that the company feels the need to protect advertisers themselves from the kinds of content and behavior that also affect its users. “Advertising is an important part of Twitch,” the company declares, “and brands that advertise on Twitch want to know how we are making our users safer, and promoting a more positive and less harmful environment. As a condition of advertising with us, they want to ensure that their brand is not being associated with content or conduct that doesn’t align with their brand values.”

Amazon’s efforts to develop new content-moderation policies and brand-safety tools for Twitch are directly related to a spectrum of regulatory and legal pressures it faces that have little to do with the operations of its popular gaming platform. These include a growing anti-trust movement that seeks to break up the ecommerce giant, as well as a host of other political and legal challenges. A coalition of advocacy groups, unions and small businesses are working together to force the company to change many of its practices, ranging from its dealings with independent and third-party retailers to how its labor practices affect workers and their efforts to form unions. Amazon clearly realizes that it will be even more politically and financially vulnerable if there are problems arising from its youth-oriented Twitch division.

**YOUTUBE**

Initially launched as a dating site in 2005, YouTube quickly morphed into a more general platform where people could upload and share videos. Google purchased YouTube in 2006 and introduced advertising. It also created a YouTube Partner Program, which enabled content creators who uploaded videos to share in the revenues generated by ads. With the ensuing explosion of video content, YouTube began attracting a growing number of children, despite the fact that its official terms of service barred anyone under
13 from the platform. YouTube is now widely considered the “number-one kids entertainment brand,” a position it has held since 2016. As one leading youth-marketing specialist noted, “the omnipresent platform plays a central role in shaping the evolving behavior of kids.”

Over the years, YouTube has been criticized—by its own content creators and others—for its vague guidelines, inconsistent enforcement actions, and failure to address problems of hate speech, harassment, bullying, and sexual exploitation. “At times, the company seems to police videos primarily in response to public outcry, which makes its decisions inherently haphazard and potentially malleable,” explained a 2018 article in Wired. “It’s a gargantuan task to moderate a site to which hundreds of hours of video are uploaded every minute—but it’s even harder if you don’t have clear, consistent rules about what’s allowed.” The company’s “advertiser-friendly guidelines” stipulate that any content that does not meet the guidelines would be “demonetized.”

But these and other measures have not kept the platform from becoming embroiled in repeated controversies and advertiser boycotts.

A 2019 Wired study documented how predators were using the comment section of YouTube videos featuring children to guide other pedophiles to similar content. This scandal led several big brands to suspend their advertising on the platform, which in turn prompted YouTube to disable the comments function on many of the videos with children in them. But the recommendation system, which is at the heart of YouTube’s basic operations and financial success, continued to push the sexual material out to a vast viewership on the platform. The New York Times explained what the study’s researchers learned in tracking a video posted by a 10-year-old girl depicting herself and a friend playing in a backyard pool:

YouTube’s automated recommendation system—which drives most of the platform’s billions of views by suggesting what users should watch next—had begun showing the video to users who watched other videos of prepubescent, partially clothed children, a team of researchers has found. YouTube had curated the videos from across its archives, at times plucking out the otherwise innocuous home movies of unwitting families…. In many cases, its algorithm referred users to the videos after they watched sexually themed content. The result was a catalog of videos that experts say sexualizes children.

Parent and child advocacy groups have called out YouTube for years over its failure to protect children, and its refusal even to admit that young children were on the platform. In an attempt to allay these concerns, YouTube launched a YouTube Kids App in 2015, with ad-supported child-appropriate content, “built from the ground up with little ones in mind.” According to the company’s official announcement, the app “makes it safer and easier for children to find videos on topics they want to explore.” But despite the addition of this kids-only service, large numbers of young children continued to flock to YouTube’s main platform. And YouTube Kids itself has become the subject of controversy, amid reports of children being exposed to manipulative, bizarre and other types of inappropriate or harmful content on the purportedly child-friendly app.

In 2018, a coalition of privacy, consumer-protection, and child-advocacy groups filed a complaint with the FTC, charging that Google had been disingenuously claiming that its YouTube service was intended only for those aged 13 and older, even though it was widely known that the platform had become the number-one online destination for younger children. In September 2019, the FTC and the New York attorney general reached a landmark settlement with Google that included a $170 million fine, along with an agreement that Google would make a number of changes to YouTube’s business practices, affecting both its U.S. and global operations. YouTube would no longer allow personalized, “behavioral” marketing on programming that targets children, and safeguards currently in place on its YouTube Kids app would apply to all child-directed content on its main YouTube platform. The company also promised to substantially curtail the data it collects from children watching YouTube videos, and to take steps to drive kids from the main YouTube site to YouTube Kids, where parental consent is required. In addition to proactively revising the algorithm used to make recommendations to children, the company announced it would no longer permit comments and notifications on child-directed content. It also instituted new policies limiting recommendations of videos that depict “minors in risky situations,” banning live-streamed broadcasts by children “unless they are clearly accompanied by an adult,” and adding AI systems to find and remove
inappropriate or illegal content. In 2021, YouTube announced that it was setting the default privacy setting for ages 13-17 to private video posts.

YouTube's content-moderation system appears to be structured along lines similar to that of other major social media companies. In addition to employing its own in-house staff, Google contracts with specialized third-party companies, including Accenture, which operates Google's largest content-moderation site in Austin, Texas. According to the Washington Post, “YouTube's content policies have tended to attract less media attention and scrutiny than those of Facebook or Twitter,” even though the video-sharing platform has more than 2 billion users worldwide and is “the internet’s dominant hub for user-created videos of all kinds.” Though YouTube played “a major role in misinformation campaigns, including the effort to discredit the results of the 2020 U.S. presidential election, and its recommendation algorithms have been implicated in leading some users down a path of radicalization,” observed the Post, “…it has repeatedly ducked the brunt of backlashes that Facebook and Twitter have absorbed head-on.” As a consequence, the article explained, “researchers say that YouTube remains one of the hardest social media platforms to study, because video is so difficult to analyze in bulk and the platform doesn't provide many tools to do so.”

The company's transparency reports offer some insights into how its system works, but also leave a number of questions unanswered. According to the report from April-June 2021, the company relies on “a combination of people and technology to flag inappropriate content.” As it explains, “Flags can come from our automated flagging systems, from members of the Trusted Flagger program (NGOs, government agencies, and individuals) or from users in the broader YouTube community.” The company recently introduced a new measurement “data point” to track the effectiveness of its content-moderation efforts. Called the “violative view rate,” it measures the percentage of “views” of videos that violate YouTube’s rules. As Vox News reported, “for every 10,000 views on its social network—or at least during the last quarter of 2020—about 16 to 18 of those views are of videos that violate YouTube’s rules, which currently forbid everything from hate speech to medical misinformation about Covid-19 to spam.” YouTube touted a 70 percent decrease in the violative view rate since 2017 as a major success based on improvements the company had made in its content-moderation systems, particularly through the use of AI. But as the Vox article pointed out, “YouTube's own reviewers—not independent auditors—decide what counts as a violation of YouTube's guidelines.”

Google/YouTube has a “four-pronged approach” to brand safety, including removing content that violates its community guidelines; reducing the spread of potentially harmful content; elevating “authoritative voices”; and “rewarding trusted creators with the privilege of monetizing” their content. Google operates its brand-safety system, including for YouTube, through its “Display and Video 360” ad operations, which enable its advertisers to use the platform's own content-ratings system to decide whether to target an ad. Content labels mirror those in the film and television industries, ranging from “DL-G,” which is “suitable for general audiences,” to “DL-MA,” the label for “mature audiences.” Under its “Google Ad Manager” service, which has its own set of content policies, the company provides information on ways marketers and publishers can engage in practices that protect their brands, including child safety (“child sexual abuse and exploitation”). While Google’s policies restrict content with sexual themes, there are still a number of exceptions where such content can run as ads. Google’s Transparency Center includes a separate area for “YouTube Creators,” providing information on its policies and guidelines “designed to keep our community of Creators, viewers, and advertisers protected.” If YouTube creators want to make money from ads, they must adhere to its “Guidelines and Monetization Policies,” which require agreeing to a set of “Advertiser-friendly content guidelines” that prohibit (with some caveats) material involving adult and violent content from being supported by advertising. The company also has a separate set of policies governing what kinds of products can be advertised, as well as rules to protect the privacy of minors.
The brief profiles presented above provide only a partial picture of how these five platforms are responding to the pressures they face. In the largely unregulated tech industry, social media companies have developed a multiplicity of strategies and tactics, mobilizing the full spectrum of content-moderation systems, corporate responsibility operations, brand-safety tools, and other institutional mechanisms to demonstrate that they are capable of policing themselves. While adding personnel to their trust and safety and content-moderation operations, social media companies are also relying more and more on automated systems, deploying AI and machine learning. From industry accounts of these changes, the systems that are now in place appear to be much more expansive and robust than they were only a year or two ago, capable of tracking and taking down CSAM and other illegal content, but also deployed to flag and remove a growing spectrum of controversial and problematic content, such as hate speech and vaccine disinformation. This further mechanization appears to have created a highly automated content-moderation system, which, when married to the technological capability of marketing and brand-safety operations, may have altered substantially the nature of social media, creating an online digital ecosystem that can engage in ongoing surveillance, instantaneous intervention, and highly granular content discrimination.

AI and machine learning are also at the heart of new strategies for addressing teen-safety issues. In one of the more interesting new developments, an increasing number of social media platforms are building into the navigation experience some new guardrails that structure and constrain teen interactions online. These kinds of defaults are not new; platforms such as Facebook, for example, instituted them in limited ways as part of their cyberbullying policies for teens. However, with the recent pressures on the entire social media industry over how its operations are negatively affecting the mental health of teens, these automated tools have been adopted by more and more companies. As a consequence, they are becoming an increasingly pervasive presence in the social media ecosystem.

This is a remarkable development for an industry that has, for decades, tried to downplay concerns over teen vulnerabilities in the online environment, and which has fought legislative efforts to extend privacy protections to young people over the age of 12. The new teen-safety features are a response not only to rising controversies over social media’s harmful impacts on teen users, but also to several recent U.S. and international policy developments that are affecting the operation of global tech companies. U.S. lawmakers have been pushing to extend COPPA’s protections to teens, spurred by leading U.S. children’s advocacy groups. The EU’s General Data Protection Regulation (GDPR), adopted in 2018, which identifies a person under age 18 as a minor and
While these new default teen-safety tools are a significant improvement, they also raise some important questions and concerns. For example, they appear to draw from the same arsenal of AI and other granular forms of surveillance, data analysis, and microtargeting that the industry has perfected for targeting teen users with marketing and advertising.

...
do brand safety, content moderation, and by-design navigation tools work hand in hand? How much control do advertisers have over content? What kinds of responsibilities are being assumed by other participants in the online social media ecosystem? A key question is whether the platform and online industry’s commitments to making the internet safer for advertisers is a more comprehensive and economically supported effort than what the companies do with content moderation and other efforts related to the safety of youth. Does brand safety overshadow child-safety efforts, given that the former’s role is to enable successful ongoing revenue generation from advertisers? Are current brand-safety systems effectively preventing the monetization of CSAM-related sites?

Brand-safety systems deserve greater scrutiny by advocates and policymakers. Advertisers are a powerful force in the entire digital media ecosystem, yet their increasingly influential role in content decisions has remained largely absent from the public debates over children and the internet. The industry has established an expanding set of institutions, policies and technologies that are shaping the operations of the leading platforms and publishers, continually fine-tuning these systems to minimize risks while maximizing monetization. Can the affordances of the brand-safety complex, including ad targeting and analysis, be used to assess CSAM and other harmful content more effectively? How well do the current mechanisms work now? The child-safety field needs to have an assessment of the investment and technology-deployment decisions platforms are making in AI and other content-recognition technologies. How are they being implemented in the emerging metaverse? How well do child-safety safeguards function within the broader brand-safety system, which is required to cover an increasingly diverse set of problematic content, including disinformation, hate speech, and other issues?

The brand-safety field is still in a state of flux. For the most part, the various sectors that comprise the advertising and technology industries are working together to advance their collective interests. However, there are a number of fault lines and conflicts that could create opportunities for child advocates to press for better protections on behalf of young people. The industry is in the midst hammering out a number of “access rights and media governance” issues, with advertisers pressuring platforms to provide greater accountability for leading marketers. There is debate within the industry about how it should respond to rising public concerns over privacy, protecting children and counteracting hate speech and racism online. There is also increasing recognition and support for enactment of data-protection regulations, building on the EU’s General Data Protection Regulation. Industry leaders are also responding to the growing chorus of children’s advocates, former digital industry executives and policymakers decrying the addictive nature of digital media, including the manipulative role played by algorithms, which operate in a “black box” with their own hidden agendas and goals. All of this fluidity creates an opportunity for child advocates to engage in dialogue with key industry groups such as WFA and GARM, and to promote a stronger agenda on behalf of youth safety, privacy and health.
The most effective way to ensure greater accountability and more meaningful transparency by the social media industry is through stronger public policies. As part of his March 2022 State of the Union address, President Joe Biden issued a strong indictment of the technology industry over its treatment of young people. His language echoed many of the statements that congressional leaders had been making in the wake of the explosive revelations over Facebook’s internal research on Instagram and teens. Recognizing whistleblower Frances Haugen, who was an invited guest in the audience, the president accused “the large social media platforms” of “conducting a national experiment on our children and using their data to keep them clicking.” The industry’s practices are accentuating a “youth mental health crisis,” he declared, citing “mounting evidence that social media is harmful to many kids’ and teens’ mental health, well-being, and development.” To reverse this trend, Biden called for Congress to “strengthen privacy protections, ban targeted advertising to children, and demand technology companies stop collecting personal data on children.” In a background document distributed prior to the speech, the White House presented a technology regulatory framework that would require platforms and other digital services “to prioritize and ensure the health, safety and well-being of children and young people above profit and revenue in the design of their products and services.” It also called for policies to “stop discriminatory algorithmic decision-making that limits opportunities for young Americans,” along with greater federal financial support to conduct “research on social media’s mental harms,” highlighting that “children under 18 are disproportionately vulnerable to the dangerous and harmful content they might encounter online.”

The White House’s background document presented these proposed protections for youth as part of a broad strategy for addressing the “national mental health crisis,” listing more than a dozen policy goals that extend far beyond the tech industry, encompassing changes in treatment protocols, access to health systems, mental health parity in insurance, and more. Framing youth and technology issues as a mental health problem reflects a clear recognition of the power of today’s pervasive digital media environment and its influence on young people’s psycho-social, emotional, and physical development. The White House also knows that this topic has garnered wide bi-partisan support, part of what the Biden administration calls its “unity agenda,” consisting of “policy where there has historically been support from both Republicans and Democrats.” Whether this push from the White House ultimately results in passage of technology regulation remains to be seen. But it is clear that we are witnessing an unprecedented political environment, in which policymakers on both sides of the aisle are calling for government safeguards to protect children. At this point, there is strong interest in Congress for policies that would address three major areas related to the tech industry’s relationship to young people: updating the Children’s Online Privacy Protection Act (COPPA); instituting new design requirements to govern how young people interact with social media and other digital platforms; and strengthening safeguards against CSAM and other sexual abuse.
practices, which includes reforming the immunity protections that tech companies now have under Section 230 of the Telecommunications Act. While versions of these bills have been introduced in prior Congressional sessions, some elements are new and others have been retooled and updated in light of recent controversies in the tech industry. We briefly review each of these areas below:

PRIVACY

Children’s privacy-related bills have been introduced in both the House and Senate, informally labeled “COPPA 2.0,” which would update the landmark children’s privacy law, first passed in 1998. In the Senate, the “Children and Teens’ Online Privacy Protection Act,” co-sponsored by Senators Ed Markey (D-Mass.) and Bill Cassidy (R-La.), would prohibit targeted advertising to children 12 and under, and would require an affirmative “opt-in” for ads targeted to youth aged 13-16. It would also establish a “Youth Privacy and Marketing” division at the FTC, and provide that agency with additional tools for enforcing the law. In the House, the leading, and stronger, measure to advance privacy protections for youth is called the PRIVCY Act (“Protecting the Information of our Vulnerable Children and Youth Act”). It would apply to sites “likely to be accessed by children and teens” and would ban surveillance advertising to youth under 18. The House bill, borrowing from the UK’s Age Appropriate Design Code concepts, also requires platforms to make the “best interest of children” their primary consideration when designing their services, among other provisions.211

In July 2022, the House Energy and Commerce Committee voted to advance the American Data Privacy and Protection Act (ADPPA), H.R. 8152, to the full House of Representatives. This bipartisan bill would create a comprehensive consumer privacy framework with additional significant protections for individuals under 17. The bill would prohibit the collection, use, and transfer of covered data beyond what is reasonably necessary and proportionate to provide a service requested by the individual, unless the collection, use, or disclosure would fall under one of seventeen permissible purposes. Additionally, it would create special protections for sensitive data, which includes data of individuals under 17. Other safeguards include significant restrictions placed on data brokers and a prohibition to use covered data in a way that discriminates on the basis of protected characteristics (such as race or sex). While these safeguards would apply to all consumers, the bill would implement additional safeguards for minors. The bill would include a prohibition on targeted advertising, and it would establish a Youth Privacy and Marketing Division at the FTC. These additional protections would apply only when the covered entity knows the individual in question is under age 17, though certain social media companies or large data holders would be deemed to “know” an individual’s age in more circumstances. Overall, if ADPPA were to pass, it would provide historic safeguards for minors across a range of online risks and would constitute significant improvements over the past.

SAFETY, DESIGN AND RESEARCH

Also paralleling the UK’s Design Code, the bi-partisan Kids Online Safety Act of 2022 (KOSA), co-sponsored by Senators Richard Blumenthal (D-Conn.) and Marsha Blackburn (R-Tenn.), is similarly aimed at ensuring that social media platforms “put the interests of children first.” Applying to children under 17, KOSA is meant as a regulation of design features and is intended to work in conjunction with legislation, such as COPPA 2.0, which is focused on privacy safeguards. Platforms would be required to “enable the strongest settings by default” and provide “tools” to enable young people to “disable product features and opt out of algorithmic recommendations.” The legislation would make it incumbent upon social media companies to “prevent and mitigate harms to minors,” including protecting them from content related to “self-harm, suicide, eating disorders, substance abuse, and sexual exploitation.” It would require these platforms to provide minors with options to protect their information and disable addictive product features. It would require tech companies to provide parental controls, including a mechanisms so that that would enable parents to learn about potential risks and easily report them to the platform; teens would be provided notice if parental controls are in effect. Platforms would be required to provide “access to critical datasets” that scholars and nonprofit groups could use to conduct research on “harms to the safety and well-being of minors.”212 The “Kids Internet Design and Safety Act” (known as “The KIDS Act”), introduced by Senator Markey
in the Senate and by Representative Castor in the House, would mandate that online platforms design their services to “prevent the amplification of harmful content” and “stop manipulative” features, including those used to target youth with advertising and marketing. The “Children and Media Research Advancement Act” (CAMRA) would direct the National Institutes of Health (NIH) to conduct a five-year study to assess how technology impacts the healthy development of youth.

**STATE-LEVEL DESIGN LEGISLATION**

As Congress continues to debate these various legislative vehicles, California lawmakers have just passed their own “Age-Appropriate Design Code Act,” which will take effect in 2024. This landmark legislation, the first in the U.S. based on the UK code, covers children under 18 and requires companies to “consider the best interests of the children” as a condition for developing online services and products offered in that state. It requires online services “likely to be accessed by children” to assess the site’s risks for minors, limit using personal information from minors, avoid collecting geolocation data unless “strictly necessary,” implement privacy-by-default settings, and restrict the use of profiling. It also restricts the use of “dark patterns,” a general term for manipulative design features intended to influence online behavior.

**REFORM OF SECTION 230**

Several bi-partisan bills have been introduced that would amend Section 230 of the Telecommunications Act. For example, the EARN IT Act (“Eliminating Abusive and Rampant Neglect of Interactive Technologies Act”) would trigger the loss of Section 230 “blanket immunity” protections if online platforms failed to take proactive action to prevent posting of CSAM to their sites. It would create a national commission composed of law enforcement, experts and abuse survivors to develop “best practices to address child abuse online.” The SAFE Tech Act would amend Section 230 by increasing the liability of platforms on issues such as cyberstalking, targeted harassment, wrongful death, and when paid content is involved. The “Justice Against Malicious Algorithms Act” would amend Section 230’s immunity protections if “an online platform knowingly or recklessly uses an algorithm or other technology to recommend content that materially contributes to physical or severe emotional injury. The “Invest in Child Safety Act” would provide mandatory funding so that the Department of Justice, FBI and NCMEC would have greater resources to address online sexual abuse.

While many of the bills for protecting children are being supported by a spectrum of liberal and conservative child-protection and children’s privacy organizations, proposals to amend Section 230 have, predictably, generated strong opposition from civil liberties groups, LGBTQ advocates, and others who oppose any changes to that law. As the Washington Post observed, the EARN IT Act has “reignited a battle over the future of Internet regulation and online speech.” Opponents of the bill are warning that it could undermine privacy by disabling encryption and other technologies designed to make communications more secure. The Electronic Frontier Foundation issued a warning that the proposed law “empowers every U.S. state or territory to create sweeping new Internet regulations…. [They] will be allowed to pass whatever type of law they want to hold private companies liable, as long as they somehow relate their new rules to online child abuse.”
BUILDING A “DIGITAL ENABLING ENVIRONMENT” FOR YOUNG PEOPLE

The controversy over the EARN IT Act echoes similar, longstanding public debates over young people and the Internet, where the goals of ensuring the wellbeing and safety of children are often pitted against the goals of preserving privacy and guaranteeing free speech. These fault lines were also in evidence in the wake of Apple's 2021 announcement of new children’s safety protocols, which elicited a powerful outcry from civil liberties and privacy groups, and ultimately caused Apple to retract its plans. Moving forward with any coordinated agenda on behalf of children will require advocates to address these deep-seated fissures within civil society and to forge consensus on how we, as a society, can create an internet that treats all people, including children and teens, with fairness and dignity.

For years, tech policies in the U.S. have followed a narrow, piecemeal approach to addressing children’s needs in the online environment, providing safeguards for only the youngest children, and failing to take into account the holistic nature of young peoples’ engagement with the digital media environment. There is a need for more comprehensive and integrated policies that combine privacy protections and advertising and commercial surveillance safeguards with child-safety and CSAM protection. This will require a strategic effort that brings together the diverse constituencies working on behalf of youth in the online media.

Traditionally, children’s privacy organizations have operated within their own networks, and have not interacted with the community of activists focused on CSAM and related child-protection issues. Children’s privacy advocates have also worked within broader coalitions representing a range of privacy, civil liberties and other tech policy concerns, whose goals are often at odds with the those of child-protection advocates. But while the divides between these communities remain very wide, regulatory proposals on behalf of children continue to generate bi-partisan support in Congress and among the general public. The successful passage of California’s design code law, and the growing support across a spectrum of communities for similar legislation at the federal level, could help lay the groundwork for a broader policy agenda. More could be done to build bridges between these divided advocacy communities in order to forge common ground on overarching values, and to find workable solutions beyond the entrenched polarization that currently exists. Human rights, fairness, justice, equity, and healthy child development must be moved to the center of the policy debate.

Because the impacts of digital technologies on children are so widespread, efforts should also be made to broaden the coalition of organizations that have traditionally fought for children’s interests in the digital media, to include groups representing the environment, civil rights, health, education, and other key stakeholder communities.

U.S. advocates should also leverage policy developments in Europe to hold the technology industry more accountable to children. The UK’s Design Code is already influencing policy development and corporate practices in the United States. U.S. advocates will have further opportunities to collaborate with European allies in order to develop stronger and more comprehensive strategies. For example, the recently adopted provisions of the EU’s “Digital Services Act” (DSA) stipulate that platforms “accessible to minors” will have to assess how their services interact with young people and “take specific measures to protect them.”
The rules cover a range of regulations concerning young people, including new procedures for takedown of CSAM and other illegal content, and prohibitions against targeted data-driven surveillance advertising to minors.222

While European regulations do not apply to tech companies’ U.S. operations, the combined pressure from stronger, comprehensive rules in the EU, and bi-partisan support in the U.S. Congress for new regulations—some of which are modeled on European policies—have continued to increase the pressure on the global tech industry. And all of this is happening at a time when the youth online marketplace is rapidly expanding into a booming “metaverse.” These developments have created a critical window of opportunity for advocates to engage in dialogue with industry leaders, while also supporting new policy and regulatory initiatives.223 In addition to social media platforms, advertisers play a critical role in how young people are treated in the online environment. Advocates should meet with international leaders of the marketing industry, including members of the World Federation of Advertisers, to urge them to commit greater resources to supporting the interests of children and adolescents.

Drawing from the research for this report, we want to highlight several key issues that we believe advocates should consider as they develop a U.S. tech policy agenda for young people.

1) First is the need to establish industry-wide safeguards for tech companies engaging with children. Under the current self-regulatory system, each tech platform has been able to develop its own internal corporate policies and practices, which are often designed to deflect criticism, preempt regulation, and safeguard prevailing business operations. These various safety “tools,” ad policies, content-moderation practices, and even transparency systems are too often difficult to understand, and are constantly undergoing changes. In their place, we should insist on uniform industry-wide standards that will ensure that children are afforded the same level of safeguards across the digital media ecosystem. These could be tailored to the features and affordances of individual platforms, but they should adhere to some measurable criteria for effectiveness.

In addition, global technology companies should offer all children, no matter where they live, a similar set of protections. The UK Design Code provides a framework for the development of such standards, but policies would need to be specific enough to ensure uniformity across the industry.

2) These safeguards will need to be evaluated by independent entities on a regular basis, covering the full range of safety policies, ad practices, design codes, and privacy protections. The results should be made public and companies should be required to make any necessary changes to improve the effectiveness of their practices.

3) Regulatory agencies, advocates, and scholars will need to conduct ongoing analyses of the commercial practices and online operations targeting children and youth. As the digital marketplace continues to grow and evolve, technological and commercial innovations are constantly changing the way that data-driven and engagement models are influencing young people in the digital environment. Regulations and industry safeguards will need to reviewed in the context of these changes and altered accordingly to stay abreast of fast-moving developments.224

Finally, we suggest that stakeholders should work together to identify the kinds of outcomes we wish our children to experience from the online media culture. One approach would be to draw from the field of positive youth development, which calls for an “enabling environment” for young people, one that “supports their assets, agency, access to services, and opportunities, and strengthens their ability to avoid risks and to stay safe, secure, and be protected and live without fear of violence or retribution,” and that “encourages and recognizes youth, while promoting their social and emotional competence to thrive.”225

Though this concept was not devised specifically for digital technologies, its principles and goals could become key pillars in a framework for a “digital enabling environment” for young people. The framework should also be rooted in the recommendations adopted by the United Nation’s Convention on the Rights of the Child (UNCRC), declaring that the rights of “every child” around the world must be “respected, protected and fulfilled in the digital environment.”226 In addition to addressing the needs of the individual child, we need to take into account the unique experiences of the United States as a nation, ensuring that digital technologies produce equitable outcomes and enable equal opportunity for specific groups of young people, including those from marginalized socio-economic and racial/ethnic backgrounds.
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