Dear John and Nicole:

The Center for Digital Democracy (CDD) respectfully submits these comments for the Administration’s review. While today’s “Big Data”-driven landscape may appear to be a recent development, it is really the consequence of historical trends in data processing, the growth of digital platforms, and the evolution of the commercial online marketing business model. The overall dimensions of today’s pervasive data collection complex were set in the middle 1990’s. The principle commercial Internet business paradigm (i.e., the collection and analysis of individuals’ information so they can be tracked and targeted) has long been based on what is called “one-to-one” marketing. Over the last two decades, such “1:1” marketing has expanded from tracking an individual on a single website to the vast data collection apparatus that operates in real-time today.¹ We are closely monitored and our behaviors analyzed across devices and applications (mobile, PC, gaming); our social media actions—as well as those of our “friends”—are scrutinized; and real-time location and geographic behaviors are gathered. Few Americans know that they are connected to a digital dossier—a so-called profile—that is filled to the brim through the contributions of dozens of increasingly allied data brokers. Or that their information is used to make assessments or predictions about them—such as their “Lifetime Value” for companies engaged in financial services. Nor are they informed that their profiles are increasingly auctioned off in milliseconds to the highest bidder, so they can be targeted wherever they are—including when using their mobile devices.

The inability to implement basic privacy rules in the United States to address Internet data collection practices has resulted in the ubiquitous commercial surveillance landscape that today threatens the privacy of Americans—as well as those in the European Union and other countries where U.S. companies collect and transport their information.\(^2\) The absence of a clear legislative proposal from the Administration has contributed to the growing threat to privacy that Americans confront. The online data industry sees no credible challenge from the White House that would encourage it to stem the ever-increasing tide of personalized collection. It has now been more than two years since the White House announced a “Privacy Bill of Rights,” explaining that the public “cannot wait” for much-needed consumer protection safeguards. CDD urges the Administration to release with its forthcoming Big Data report a specific legislative proposal to implement these privacy rights. Americans deserve to know where the Administration stands. Does it believe that individuals have the right to control how their data are collected and used? Will the Federal Trade Commission and other agencies responsible for privacy be empowered to engage in necessary rulemakings that protect the public?\(^3\)

\(^2\) A key exception to the failure to protect online privacy from the federal government was the enactment of the Children’s Online Privacy Protection Act (COPPA) in 1998. The author of this comment, along with Professor Kathryn C. Montgomery of American University, played a key role in its passage. As COPPA demonstrates, a well-crafted policy that places individuals in control over their data collection can address changes in the data collection marketplace—putting to rest the purposefully disingenuous argument that the Internet is so dynamic that regulation is impossible. See Kathryn C. Montgomery, Generation Digital: Politics, Commerce, and Childhood in the Age of the Internet (Cambridge, MA: 2007); and Federal Trade Commission, “FTC Strengthens Kids’ Privacy, Gives Parents Greater Control Over Their Information By Amending Children’s Online Privacy Protection Rule,” 19 Dec. 2012, http://www.ftc.gov/news-events/press-releases/2012/12/ftc-strengthens-kids-privacy-gives-parents-greater-control-over.


As we expressed in a meeting the White House had with several privacy NGOs several weeks ago, CDD believes the Big Data report must address the realities of today’s commercial data gathering and analysis landscape. While we acknowledge the many positive uses of Big Data, and its potential, the Administration should not gloss over the threats as well. We fear that missing for the most part in the White House’s review will be a fact-based assessment of actual commercial data practices conducted by Google, Facebook, Yahoo, data brokers, and many others. Such a review would reveal an out-of-control commercial data collection apparatus, with no restraints, and which is leading to a commercial surveillance complex that should be antithetical in a democratic society. The report should show the consequences of such information gathering on Americans, where the data can be immediately made “actionable.” It should address the consequences when predictive analysis and other “insight” identification applications trigger real-time and future decisions about the products and services we are offered, the content we may receive, and even the online “experiences” with which we interact. The report should make clear how its Consumer Privacy Bill of Rights Principles should be interpreted when data collected from Americans are used to unfairly target them—and their families—for products and services that can be harmful to their well-being (such as the delivery of high-interest payday loans, promotion of questionable medical treatments, and the targeting of junk food ads to children, which contributes to the nation’s obesity epidemic).

CDD respectfully urges the White House to address in its report the following issues as raising privacy and consumer protection concerns, and requiring action by policymakers. For brevity, we will only briefly describe each issue and provide a few examples.

- *The Growth of Ubiquitous Cross-Platform and Across-Application Tracking of Individuals Online:* Today, consumers are increasingly tracked across the devices they use, such as PC, mobile, gaming, and soon even TV. Companies are also expanding beyond cookies to create single identifiers on a person. The same person confronts a data collection environment that also captures their behavior and actions on social media, mobile apps, websites and more. As one online marketing publication recently explained about the implications of device identification, “Never before has digital tracking become so personal and never before has the argument for

---


5 In addition to CDD, there are other experts specializing in addressing the impact of today’s commercial data apparatus on the public. See, for example, Joseph Turow, *The Daily You: How the New Advertising Industry Is Defining Your Identity and Your Worth* (New Haven, CT: Yale University Press, 2012).

6 However, CDD follows this field very closely and is happy to provide further analysis and documentation of the problems we describe.
consumer privacy controls been so compelling.” Such all-encompassing data-gathering practices are at odds with long-standing Fair Information Privacy Practices requiring data minimization, as well as the Administration’s “Focused Collection” rights principle.\(^8\)

- **The Emergence of Big-Data-derived Comprehensive Data Profiles on Individuals (Data Management Platforms):** Evolving from the one-to-one marketing paradigm described earlier, companies are focused on collecting and making actionable as much of a person’s information as possible. The data broker company Merkle has called this process “Connected Recognition”; others describe similar “360 degree,” “Master” profiles, and “multi-channel” approaches. Few consumers know that all their information is increasingly stored in one central repository such as a data management platform (DMP)—that can include their financial data, social media usage, location, demographics, ethnicity, and much more. These data profiles can be connected to “Experience Managers” and other applications used by marketers and others to make determinations—and take action—concerning the products and services to offer an individual. The continuous gathering and use of a person’s information should be challenged as posing a fundamental threat to privacy in America today. The unfettered growth of commercial data profiles is at odds with many of the Administration’s
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Privacy Principles, including Transparency, Individual Control, Focused Collection, and Accountability.9

• The Digital Data Collection Apparatus, Including the Use of Multiple Data Sources and the Real-time Buying and Selling of American Internet Users: Americans do not know—nor can they effectively control—the myriad of data that is collected and used on them. Data brokers and other similar providers increasingly work together to pool and sell their information on a single person or to create a highly refined segment. This information is made available for sale, and is combined with the data resources on individuals that e-commerce and Internet marketing companies routinely capture. Our data profiles feed a far-ranging automated system of online auctions on individual Americans—a dehumanizing process in which we are sold to the highest bidder through ad exchanges, regardless of whether we are online or using a mobile device (and soon even in front of a TV). Without our awareness or consent, our information (including behaviors, ethnicity, race, financial interests, etc.) is treated as a mere commodity for sale. Both the role of data broker alliances and the use of super-fast computers to track and sell Americans raise concerns related to a number of the Administration’s Privacy Rights, including Transparency, Individual Control, Respect for Context, Focused Collection, and Accountability.10


The Growth of Commercial Digital Surveillance at the Community, Hyper-local Level: Geo-location data are increasingly being gathered and made actionable, with capabilities permitting real-time responses to events and individual behaviors. The rapid adoption of mobile devices and mobile data-driven marketing practices enables companies both to collect data and to reach individual consumers at any time. Mobile analytics identify, track, measure, and help make actionable a wide array of user behaviors (including those that can be used to identify the spending behavior of individuals).

Intrusive data collection practices increasingly monitor and assess the individuals, businesses, and institutions residing in a discrete “micro-neighborhood.” For example, online data marketers have further sub-divided the country into so-called “tiles,” which are used to identify unique characteristics of a community. The use of these “tiles” raises serious privacy and consumer concerns. As one hyper-local targeting company explained, “What we do is map data from multiple sources onto a grid of tiles that cover every square foot of the US. Each tile is 100 meters by 100 meters, and we inject third-party demographic information about that area into the tile, as well as data on what’s physically located there—points of interest like parks and airports, tourist attractions, retailers, stadiums, and so forth. Then, we connect that data with where a mobile device is in real time, or where it has recently been, to build unique audience segments for brands to target.”

The information derived from these “tiles” can help generate a “score” on an individual—or a neighborhood—that becomes part of a data profile and a decision point about their value (or lack thereof). Americans should not have to trade away their privacy—let alone make themselves or their neighbors vulnerable to ongoing and invisible scrutiny—in order to discover a gas station or drug store using an online map. The growth of commercial surveillance at the local level raises the specter of new forms of discrimination or unfair practices (and the continuation of historic practices related to redlining, for example). As
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mobile payment data becomes increasingly merged with geo-location and other data, communities will confront an even more formidable system that can either help or harm their future. Mobile and hyper-local data practices raise each of the Administration’s Privacy Rights principles.12

• The Delivery of Financial, Health, and Other Products Linked to Sensitive Data and Uses that Raise Consumer Protection Concerns: If all the data collected on an individual today were merely being stored, that alone would be a major privacy concern. But such data are analyzed and used to make decisions about us—including for the targeting of products and services tied to our livelihoods, well being, and families. Financial services companies, for example, are using data analytics and generating insights from our information to determine the products and services we are offered in the marketplace. The growing role of so-called “e-scores” can determine—invisibly and without accountability—our “lifetime value” and credit worthiness. CDD filed in this proceeding late last week, along with the U.S. PIRG Education Fund, a new report on Big Data and financial products and services that explores this issue in depth. CDD and a coalition of consumer, public health, and child advocacy groups are also filing today with OSTP a call for new safeguards related to Big Data and the obesity crisis linked to food and beverage marketing to youth online. The White House report should call for the strongest set of Consumer Privacy Bill of Rights safeguards covering sensitive information and their applications, especially when connected to a product or service that involves finance, health, race/ethnicity, young people and seniors.13


The Failure of Industry Self-regulation and the Limits of the Multi-stakeholder Process: Finally, CDD urges the White House to look closely at the role and realities of so-called privacy self-regulation. As this comment illustrates, the growth of cross-platform and data broker-enhanced collected information on individuals continues—but without any corresponding ways to protect privacy. While online marketers, for example, declare that they are engaged in “anonymous” data gathering, even a cursory examination of their practices reveals disturbing expansion in the use of our personal data. Data companies, including Google and Facebook, publicly declare that they care about privacy—but actually engage in activities that constantly undermine our ability to make meaningful personal decisions about how and whether our information can be used. Scholarly research has demonstrated the inadequacies of the nearly invisible “icon” that is the most visible component of the marketing industry’s self-regulatory program. News reports have revealed industry opposition to modest calls that would create a “Do-Not-Track” system. Industry lobbyists fight any regulatory proposal that would empower citizen and consumer choices for privacy. Self-regulation is designed to give the appearance of protecting privacy without actually doing anything to stem the powerful data collection tide. Technological solutions offer no magic digital bullet, either, although they can play a role. When the default is collection and use, which is how the online medium has been purposefully structured, it’s not practical for consumers to try to “turn off” the data machine. There have to be regulatory rules that limit the collection of data and empower individuals to make their own privacy decisions.

The Department of Commerce’s “multi-stakeholder” process, convened by the NTIA, isn’t capable of developing a meaningful solution, either. It has failed to address how the contemporary data collection apparatus actually works, which is essential if one is to identify a framework that can better protect Americans. Beyond its unwillingness to focus on the integrated data environment that consumers confront, the NTIA hasn’t demonstrated an interest ensuring a robust analysis of the two issues it has tried to address so far. Industry lobbyists also vastly outnumber consumer and privacy groups, and the process is rife with conflicts of interest. Leading companies refuse to discuss their actual practices or plans—even when connected to the issue being discussed. The belief by some in the Administration that the Internet is too dynamic to regulate is misplaced. So too is the focus on permitting so-called stakeholders to help set the rules of the data collection road. Such a process is akin to allowing lobbyists to draft legislation for their own industries. An examination of the role of stakeholders in addressing how to protect privacy will reveal their inability to rise above their own corporate imperatives in order to support pro-consumer policies. Rather than focusing on corporate “codes of conduct,” the Administration should make it clear how it would like Congress to interpret its Privacy Bill of Rights.14
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Americans should not have to trade away their privacy or consumer protections in order to participate in the commercial arena—or in the marketplace of ideas in the Internet era. The Big Data report from the Obama Administration will be one of its key legacies—and historians and others will look back to see how willing the President and his advisors were to be candid with the American public and urge for the privacy safeguards and practices they deserve. Americans should no longer have to wait.

Respectfully submitted,

Jeff Chester
Executive Director
Center for Digital Democracy